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Abstract The ability of the Weather Research and Forecasting model with chemistry (WRF-Chem) version
3.7 and the Community Atmosphere Model version 5.3 (CAM5) in simulating profiles of aerosol properties is
quantified using extensive in situ and remote sensing measurements from the Two-Column Aerosol Project
(TCAP) conducted during July of 2012. TCAP was supported by the U.S. Department of Energy’s Atmospheric
Radiation Measurement program and was designed to obtain observations within two atmospheric columns;
one fixed over Cape Cod, Massachusetts, and the other several hundred kilometers over the ocean. The
performance is quantified using most of the available aircraft and surface measurements during July, and 2
days are examined in more detail to identify the processes responsible for the observed aerosol layers. The
higher-resolutionWRF-Chemmodel producedmore aerosol mass in the free troposphere than the coarser-
resolutionCAM5model so that the fractionofaerosoloptical thicknessabove theresidual layer fromWRF-Chem
was more consistent with lidar measurements. We found that the free troposphere layers are likely due to
mean vertical motions associated with synoptic-scale convergence that lifts aerosols from the boundary
layer. The vertical displacement and the time period associated with upward transport in the troposphere
depend on the strength of the synoptic system and whether relatively high boundary layer aerosol
concentrations are present where convergence occurs. While a parameterization of subgrid scale convective
clouds applied in WRF-Chem modulated the concentrations of aerosols aloft, it did not significantly change
the overall altitude and depth of the layers.

1. Introduction

While the performance of aerosol predictions has improved over the past few decades, many uncertainties,
associated with processes that are not fully understood and the representation of processes that affect the
aerosol life cycle in models, remain. These uncertainties are manifested as large variations in global climate
model predictions of aerosol mass and consequently aerosol radiative forcing as indicated by recent
Aerosol Comparison between Observations and Models (AeroCom) activities [e.g., Myhre et al., 2013; Schulz
et al., 2006; Textor et al., 2006]. In addition, these models do a poor job in representing the vertical distribution
of aerosols that have been shown to be an issue in radiative forcing calculations. For example, Schwarz et al.
[2013] used the High-performance Instrumented Airborne Platform for Environmental Research (HIAPER)
Pole-to-Pole Observations (HIPPO) research aircraft data [Wofsy et al., 2011] to quantify the ensemble mean
black carbon among the AeroCom global models and found that the models are about a factor of 3, 7, and 15
higher than observed below 500 hPa, between 500 and 250 hPa, and between 250 and 150 hPa, respectively.
Zarzycki and Bond [2010] showed that black carbon contributes to 50% of the forcing above low clouds, where
higher uncertainties in global model predictions of black carbon likely affect estimates of aerosol radiative
forcing. Samset et al. [2013] found that variations in radiative forcing among the AeroCom models are likely
due to differences in the predicted vertical profiles of black carbon. Simulating the aerosol life cycle is
challenging not only for climate models but also for regional-scale air quality models that typically use more
complex treatments of aerosol chemistry and higher spatial resolution [e.g., Feng et al., 2016; Im et al., 2015].

There are diverse reasons for the errors in the predicted vertical distribution of aerosols, such as uncertainties
in anthropogenic and biogenic emissions [e.g., Smith et al., 2011; Bond et al., 2013], a lack of key knowledge
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needed to constrain aerosol formation processes such as those associated with secondary organic aerosols
[e.g., Tsigaridis et al., 2014; Hodzic et al., 2015; Shrivastava et al., 2015], and inadequate horizontal and/or ver-
tical resolution [e.g., Stroud et al., 2011;Wainwright et al., 2012]. Errors in aerosol predictions are also often the
result of error propagation of meteorological and trace gas quantities. For example, uncertainties in cloud
predictions affect vertical transport of aerosols and trace gases within clouds [e.g., Barth et al., 2007], wet
removal [e.g., Croft et al., 2012; Wang et al., 2013], and photochemical processes below and above clouds
[e.g., Liu et al., 2006]. In the cloud-free environment, uncertainties in simulated boundary layer depth and
turbulent mixing affect aerosol and precursor concentrations as well as chemical production rates and uncer-
tainties in simulated temperature profiles that affect the buoyancy and injection height of biomass burning
plumes [e.g.,Walter et al., 2016]. There are also limited comprehensive sets of in situ measurements of aerosol
microphysical and optical properties aloft needed to evaluate models, compared to the amount of data col-
lected at the surface. In situ measurements of aerosol properties aloft are primarily available from research
aircraft deployed during short-term field campaigns [e.g., Schwarz et al., 2010a; Heald et al., 2011]. Satellites
do provide larger spatial coverage of aerosol distributions; however, information on their vertical variations
is limited to extinction and backscatter [e.g., Koffi et al., 2012] that are not directly comparable to mass, size,
and composition predicted by aerosol models.

There are several processes that transport aerosols from the surface into the free troposphere. During the
day, aerosols that are emitted into or formed within the boundary layer are largely contained within that
layer. After sunset, the convective boundary collapses and a residual layer forms that is decoupled from
the near-surface, shallow stable nocturnal layer [Stull, 1988]. If the convective boundary layer the following
day is shallower than that in the previous day, part of the aerosols in the residual layer essentially becomes
part of the lower free troposphere. Sea breeze [Verma et al., 2006; Angevine et al., 2006; Dacre et al., 2007]
and terrain-induced circulations [e.g., Lu and Turco, 1994; Fast et al., 2014; De Wekker and Kossmann, 2015]
are local and mesoscale processes that can quickly transport near-surface aerosols into the free troposphere;
however, global models with their coarse spatial resolution do not adequately resolve these circulations.
Mean rising and sinking motions resulting from synoptic-scale convergence and divergence also vertically
transport aerosols, but at a relatively slow rate. Cloud-scale vertical motions also vertically transport aerosols
in the atmosphere. Shallow clouds entrain boundary layer aerosols at cloud base that are then transported
upward by thermals [e.g., Berg et al., 2009]. As these clouds evaporate, interstitial aerosols and aerosols
formally in cloud droplets remain in the lower troposphere. For deep convection, strong vertical motions
can transport aerosols from the boundary layer into the upper troposphere and lower stratosphere [e.g.,
Barth et al., 2015]. Strong downdrafts in these cells can also transport air with lower aerosol concentrations
and higher ozone concentrations [e.g., Gerken et al., 2016] from the upper troposphere toward the surface.

Once in the free troposphere, aerosols are decoupled from the boundary layer and no longer subject to dry
deposition and near-surface emissions. Instead, they become subject to long-range transport by the higher
wind speeds in the free troposphere and are removed from the atmosphere only by wet scavenging and eva-
poration into the gas phase. Outside of clouds, convergence and divergence associated with synoptic circu-
lations that control rising and sinking motions become relatively more important than in the boundary layer.
While mean vertical velocities are small compared to the horizontal winds, they can still vertically transport
aerosols several kilometers over periods of hours to days. Most notable are the “conveyor belts” that are areas
of rising motions ahead of cold fronts that transport trace gases and aerosol upward [e.g., Parrish et al., 2000;
Esler et al., 2003; Cooper et al., 2004]. Stratiform and convective clouds often form in these areas of rising
motions. If those clouds are precipitating, wet scavenging will remove a portion of the aerosols.
Conversely, large-scale sinking motions (subsidence) associated with high-pressure systems can slowly trans-
port aerosol from the free troposphere down toward the boundary layer [e.g., Lugauer et al., 1998; McKendry
et al., 2001; Reidmiller et al., 2009]. In addition to mean vertical motions, turbulence can act to disperse aerosol
plumes [e.g., Dacre et al., 2015], but turbulent mixing in the free troposphere is usually much weaker than the
boundary layer and is often sporadic.

While the processes affecting the vertical distribution of aerosols in the atmosphere are fairly well known, the
reasons for the poor performance in simulating them by models have received relatively little attention [e.g.,
Kipling et al., 2016]. To address this issue, we perform simulations with a regional scale and a global model to
simulate the vertical distribution of aerosol properties observed during the recent Two-Column Aerosol
Project (TCAP) field campaign conducted in the vicinity of Cape Cod, Massachusetts. As described by Berg
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et al. [2016], two research aircraft were deployed during July 2012, and measurements obtained by the air-
craft revealed the presence of multiple aerosol layers. Layers in the free troposphere were found to contribute
up to 60% of the total aerosol optical thickness (AOT) within the atmospheric column. There was also spatial
and day-to-day variability in the aerosol chemical composition and optical properties associated with the
layer. We use measurements collected by the research aircraft to assess the model performance in simulating
vertical profiles of aerosol mass, composition, size, and optical properties. The measurements and the simu-
lation results are analyzed to identify likely causes for errors in the simulated aerosol layers. The regional and
global models are also compared to illustrate how resolution affects the prediction of the vertical distribution
of aerosols. The measurements and models are also used to show that the layers observed during TCAP are
primarily the result of mean vertical motions associated with synoptic systems, although vertical transport,
aqueous chemistry, and wet removal in convective clouds modulate the concentrations of aerosols in
those layers.

Section 2 describes the TCAP measurements and the configuration of the Weather Research and Forecasting
model with chemistry (WRF-Chem) and Community Atmosphere Model version 5.3 (CAM5) models used in
this study. Our objective is not to determine which model performed better but to illustrate the types of
uncertainties in aerosol predictions associated with different spatial resolutions and complexity of the micro-
physical treatment of aerosols. In section 3.1, we first present the overall differences in the simulated vertical
distribution of aerosols in relation to the measurements during July 2012. We show that the higher resolution
WRF-Chem simulation produces more aerosol layers in the free troposphere than CAM5 and thus the fraction
of AOT in the free troposphere is closer to the observed lidar measurements. This is followed by more
detailed analyses of two cases in sections 3.2–3.53.2 to 3.5: one aircraft flight period with large (17 July)
and one with small (22 July) aerosol concentrations aloft. For each case, we present an evaluation of the simu-
lated aerosol concentration, composition, and size (sections 3.2 and 3.4) as well as an analysis of the pro-
cesses contributing to aerosol layers in the free troposphere (sections 3.3 and 3.5). Both models are able to
produce some of the vertical structure associated with observed aerosol layering and we demonstrate that
the free troposphere aerosol layers are due primarily to the larger synoptic-scale mean vertical motions in
the higher-resolution simulation that transports boundary layer aerosols several kilometers upward. An
assessment of how a new convective parameterization influences the simulated vertical distribution of aero-
sols is also presented in section 3.6 and we find that this mechanism impacts aerosol concentrations but not
the altitude and depth of aerosol layers. Section 4 discusses the likely sources of model errors contributing to
the vertical distribution of aerosols and our primary findings are summarized in section 5.

2. Approach
2.1. TCAP Measurements

The TCAP field campaign was conducted from July 2012 through June 2013 and includes two aircraft
Intensive Observation Periods (IOPs), one during July of 2012 and another one during February 2013. The
goal of the aircraft IOPs was to sample aerosol microphysical properties in two columns; one fixed column
near the Cape Cod National Seashore’s Highlands Center on the eastern shore of Cape Cod, Massachusetts
and another movable column several hundred kilometers over the Atlantic Ocean. Details of the TCAP cam-
paign objectives, instrumentation, and measurement strategy are described by Berg et al. [2016]; therefore,
we describe only the information relevant to the current modeling study.

To obtain vertical profiles of aerosol properties, the U.S. Department of Energy’s (DOE) Atmospheric Radiation
Measurement (ARM) Aerial Facility (AAF) Gulfstream-1 (G-1) [Schmid et al., 2014] and the National Aeronautics
and Space Administration (NASA) Langley King Air were deployed during July 2012 (phase one—the focus of
this study) while only the G-1 was deployed during February 2013 (phase 2). In situ meteorological, trace gas,
and aerosol property measurements were collected by numerous instruments on the G-1. The aerosol instru-
ments within the G-1 cabin included a Droplet Measurement Technology (DMT) Single Particle Soot
Photometer (SP2) [Moteki and Kondo, 2007; Schwarz et al., 2006], an Aerodyne High-Resolution Time-of-
Flight Aerosol Mass Spectrometer (HR-ToF-AMS, i.e., AMS) [DeCarlo et al., 2006; Jayne et al., 2000], and a
single-particle mass spectrometer (miniSPLAT) [Zelenyuk et al., 2015]. TCAP was the first deployment of
miniSPLAT, which is miniaturized, thus more suitable for aircraft operations version of the SPLAT II instrument
[Zelenyuk et al., 2009] that obtains mass spectra and size of hundreds of thousands of individual particles.
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Externally pylon-mounted aerosol instruments included a DMT Ultra-High Sensitivity Aerosol Spectrometer
Airborne (UHSAS-A, size range 0.06–1μm), Passive Cavity Aerosol Spectrometer Probe (PCASP, size range
0.13–3μm), and the Cloud Aerosol Spectrometer (CAS, size range 0.6 to >10μm) contained within the
Cloud, Aerosol, Precipitation Spectrometer (CAPS) probe. The anti-ice inlet heaters were enabled on all flights
for the PCASP and UHSAS, and therefore, the measured aerosol size distributions are considered dry. The CAS
measurements were at ambient relative humidity (RH). The size distributions from these three external
probes are merged and smoothed to generate a continuous aerosol size distribution from 0.06μm to greater
than 10μm [Kassianov et al., 2015].

The King Air deployed the second-generation High Spectral Resolution Lidar (HSRL-2), that is an advanced
version of the airborne HSRL-1 instrument [Hair et al., 2008;Müller et al., 2014]. TCAP was the first deployment
of the HSRL-2 instrument that obtained vertical profiles of backscatter, extinction, and depolarization at three
wavelengths (355, 532, and 1065 nm) from near the surface up to 7.5 to 8.5 km. Aircraft operations were
conducted between 09 and 15 local solar time on 10 generally cloud-free days: 9, 13–15, 17, 18, 21–23,
and 25 July.

In addition to the aircraft measurements, TCAP included a yearlong deployment of the ARM Mobile Facility
(AMF) [Mather and Voyles, 2013] at the Highlands Center that provided observations of the seasonal variations
in aerosols [Titos et al., 2014] and clouds over northern Cape Cod. The AMF includes over 46 instruments or
instrument systems. While some of the measurements began on 3 July, most of the instrumentation became
operational by 9 July, the first day of aircraft sampling. In this study we utilize measurements of black carbon
from an SP2, aerosol composition from an Aerosol Chemical Mass Spectrometer (ACSM) [Ng et al., 2011] and
trace gas measurements of O3 (Thermo Fisher Model 49i Ozone Analyzer), NO, and NO2 (modified Thermo
Scientific Model 42i TLE), CO (Los Gatos ICOS Analyzer), and SO2 (Thermo Fisher Model 43i-TLE SO2
Analyzer). A Light Emitting Diode-Cavity Enhanced-Differential Optical Absorption Spectroscopy (LED-CE-
DOAS) instrument [Thalman et al., 2015; Thalman and Volkamer, 2010] was also deployed to measure glyoxal
and NO2. Radiation measurements were also made, including those from a Multifilter Rotating Shadowband
Radiometer (MFRSR) instrument that were used to obtain aerosol optical depth (AOD) at multiple wave-
lengths during periods of few clouds [Kassianov et al., 2013]. The multiday variations in these quantities are
used to put the aircraft measurements into a broader context.

The flight patterns during the first phase of TCAP are shown in Figure 1. For each flight, the King Air repeated
a simple back-and-forth pattern at ~9 kmmean sea level (msl) over the G-1. All of the flights were anchored at
one end to the AMF site. Here we define the “Cape Cod Column” to be the aircraft measurements within
~80 km of the AMF site. The second “Maritime Column” located a couple of hundred kilometers east of
Cape Cod was selected based on wind direction and expected transport of aerosols from land. On some days,
the aircraft sampled gradients in aerosol properties along the direction of transport, while on other days the
aircraft sampled gradients in aerosol properties across the ambient wind direction. The columns of measured
meteorological, trace gas, and aerosol properties were obtained by the G-1 flying at several constant
altitudes, from a hundred meters above the ocean surface up to ~4 km msl. The exact altitudes varied for
each flight and were selected in real time using guidance from the King Air operators using measurements
from the HSRL-2. When layers of aerosols were detected by the HSRL-2, the King Air flight crew guided the
G-1 aircraft to the altitudes of those layers.

As described in Berg et al. [2016], the measurement strategy was successful in that the G-1 was able to sample
aerosol layers in the free troposphere above the residual layer transported over the ocean. Without the HSRL-2
as guidance, it would have been more difficult to find and sample those aerosol layers.

2.2. WRF-Chem Description

To better understand the formation mechanisms associated with the aerosol layers, version 3.7 of the WRF-
Chem community model [Grell et al., 2005; Fast et al., 2006] is used to simulate the evolution of aerosols over
North America and their transport over the TCAP sampling domain. Table S1in the supporting information
lists the specific physical parameterizations used in this study that are also available to the public in version
3.8 of the model. Gas-phase chemistry and aerosol chemistry, thermodynamics, and kinetic gas particle par-
titioning for inorganic species are simulated using the SAPRC-99 photochemical mechanism [Carter, 2000a,
2000b] coupled with the Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) module
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[Zaveri et al., 2008]. MOSAIC uses eight size bins to represent the aerosol size distribution between 39 nm and
10μm dry diameter; both interstitial and cloud-borne aerosols are treated. A simplified two-product volatility
basis set (VBS) parameterization [Shrivastava et al., 2011] is used to simulate equilibrium secondary organic
aerosol (SOA) formed by the oxidation of semivolatility and intermediate-volatility (S/IVOC) precursors
emitted from anthropogenic and biomass burning sources with updates on the yields of SOA from biogenic
sources reacting with O3, and OH and NO3 radicals, as described by Shrivastava et al. [2013]. The SOA
predicted by the simplified two-product VBS was aligned to a complex multigenerational nine-species VBS
approach by reducing the reaction rate of S/IVOC precursors with OH radicals to compensate for the large
decrease in volatility of organic vapors, as described by Shrivastava et al. [2011].

WRF-Chem includes interactions between aerosols, radiation, and clouds that account for the direct, semidir-
ect, and indirect effects [Gustafson et al., 2007; Chapman et al., 2009], but they are not included in this study.
Resolved clouds, however, do affect aerosols through aqueous-phase chemistry in hydrometeors and wet
removal. Resuspension of aerosols from evaporating rain is not considered. We use a new parameterization
of subgrid scale clouds, called KF-CuP [Berg et al., 2015], which includes the treatment of vertical transport of
trace gases and aerosols, aqueous chemistry, wet removal, and aerosol effects on cloud drop number. This
new treatment modifies the Kain-Fritsch [Kain and Fritsch, 1990; Kain, 2004] ad hoc trigger function with
one linked to boundary layer turbulence using the cumulus potential (CuP) scheme [Berg and Stull, 2005;
Berg et al., 2013]. Treating the aerosol effects in parameterized, subgrid scale clouds is important when the
grid spacing is relatively large (greater than a few kilometers) and does not explicitly resolve shallow or deep
convection. Many models include treatments for vertical transport of trace gases and aerosols in parameter-
ized clouds, but few models account for the other types of cloud-aerosol interactions.

The model domain encompasses much of North America as shown in Figure 2a using a horizontal grid spa-
cing of 36 km. A nested domain that uses a grid spacing of 12 km is used over the northeastern U.S. and
southeastern Canada. A stretched vertical coordinate that uses 73 grid levels extends up to ~14 km above
ground level (agl), with a 30 m grid spacing adjacent to the surface and 43 levels located within 2 km of
the ground. The simulation period is from 1 to 30 July 2012. Initial and boundary conditions for the meteor-
ological variables were based on analyses from the National Center for Environmental Prediction’s Global
Forecasting System (GFS) model that uses a 1° grid spacing, while initial and boundary conditions for trace
gases and aerosols were obtained from the global MOZART model [Emmons et al., 2010] that uses a 2° grid

Figure 1. Flights paths of the G-1 and King Air aircraft during the TCAP campaign alongwith the AMF surfacemeasurement
site on Cape Cod, Massachusetts. The dashed lines denote the grid cell boundaries used by the CAM5 model and the dots
denote the corners of the grid cells used by the WRF-Chem models.
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spacing. This version of MOZART uses climatological distributions of dust (defined as other inorganics, OIN, in
WRF-Chem) rather than online calculations of dust emissions; therefore, we reduced the dust concentrations
by a factor of 2 as described by Fast et al. [2014] since the climatological dust concentrations could adversely
affect simulated extinction in the free troposphere. Boundary conditions were updated at 6 h intervals from
both models and then interpolated linearly in time by WRF-Chem. A series of overlapping 36 h simulations
were performed in which the meteorological conditions were reinitialized at 00 UTC on each day using the
GFS analysis. In contrast, the trace gas and aerosol species from the previous simulations were used as initial
conditions. The first 12 h were used as spin-up periods and the series of concatenated 12–36 h forecasts were
used in our analyses. Four-dimensional meteorological data assimilation was applied above 4 km agl using
wind, temperature, and moisture analyses from the GFS model and a relaxation time scale of 6 h so that
the simulated large-scale flows did not diverge from observed synoptic conditions.

The domain size was selected to include most of the emission sources in North America that could influence
aerosols over the TCAP sampling domain. Aircraft sampling and much of the surface measurements did not
start until 9 July; therefore, the simulation period from 1 to 9 July can be viewed as a spin-up period to pro-
duce realistic aerosol variations in the region.

Anthropogenic emissions of trace gases and aerosols were obtained from the National Emission Inventory
2011 (NEI 2011). This inventory contains hourly emissions for a representative weekday using a 4 km grid spa-
cing over North America. The 4 km emission rates are aggregated to the larger 36 and 12 km grid spacing
used by the two domains. An example of the distribution of black carbon emissions is also shown in
Figure 2a. The emission inventory provides the total PM2.5 and PM10 mass emitted, but not the size distribu-
tion. Table S2 shows how the anthropogenic PM2.5 and PM10 emissions are distributed among the eight size
bins used by MOSAIC that are based on an observed aerosol size distribution in the Houston metropolitan
area [Fast et al., 2006]. Emissions of semivolatile and intermediate volatility SOA trace gas precursors were
assumed to be 6.5 times the mass of primary organic aerosol emissions from anthropogenic and biomass
burning sources, as in Shrivastava et al. [2011] and Tsimpidi et al. [2010]. Biogenic emissions were computed
online using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) model [Guenther et al.,
2006] and lumped into isoprene, terpenes, and sesquiterpenes for the SAPRC-99 photochemical mechanism.
Sea salt emissions (sodium and chloride) from the ocean were computed online using fluxes based on
predicted surface winds and boundary layer quantities as described by Gong et al. [2002]. Dust emissions
were obtained fromGOCART scheme [Ginoux et al., 2001; Zhao et al., 2010] and occur primarily over the south-
western U.S. and northwestern Mexico. Dust in the MOSAIC model is lumped together with anthropogenic
emissions of other inorganics.

Figure 2. Outer nested domain used by WRF-Chem along with (a) the distribution of anthropogenic surface emissions of black carbon and (b) locations of all fires
during July 2012 derived from satellite measurements. Black box in Figure 2a is the inner nested domain used by WRF-Chem and the red oval in Figure 2b denotes
the fires with the highest emission rates.
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Biomass burning emissions are based on the Fire INventory from NCAR (FINN) [Wiedinmyer et al., 2011]. FINN
uses satellite observations of active fires along with land cover, emission factors, and fuel loading to provide
estimatesof daily emission rates for tracegases andaerosols. Toobtainhourly emission rates,we impose adiur-
nal variation to the fire emissions in which the highest and lowest emission rate occurs during the late after-
noon and early morning, respectively, as in Fast et al. [2009]. The diurnal variation is similar to climatological
values derived fromGOES imagery shown in Zhang et al. [2012]. As shown by the black carbon emissions from
fires during July in Figure 2b, the largest fires occurred in a band stretching from western Ontario to northern
Alberta. There were fires with moderate emission rates located in the southeastern U.S.; however, preliminary
tracer simulations using WRF-Chem indicated that the metrological conditions during July 2012 were not
favorable to transport smoke from the southeastern U.S. into the TCAP sampling domain (not shown).

2.3. CAM5 Description

In this study the version 5.3 of the Community Atmosphere Model (CAM5) [Neale et al., 2010] is also used to
simulate the aerosol properties during TCAP. Model simulations are performed with the finite volume
dynamical core at 1.25° × 0.9° with 30 vertical layers. The time step for physical parameterizations is 30min.
The model is nudged toward ERA-Interim reanalysis winds [Zhang et al., 2014] with a relaxation time scale
of 6 h. Only the horizontal winds are nudged, because temperature nudging is found to have a negative
impact on the simulated cloud and aerosol life cycle in CAM5 [Kooperman et al., 2012; Zhang et al., 2014;
Ma et al., 2015].

The three-mode version of the Modal Aerosol Model (MAM3) is used to represent aerosol populations in the
Aitken, accumulation, and coarse mode [Liu et al., 2012; Ghan et al., 2012]. The simulated aerosol composi-
tions considered are black carbon, primary and secondary organic aerosols, sulfate, sea salt, and dust.
Sulfate is assumed to be in the form of ammonium sulfate; therefore, ammonium is a diagnosed quantity.
As described by Liu et al. [2012], CAM5 includes a simple treatment of SOA formation that is based on fixed
mass yields and a single semivolatile organic gas-phase specie that lumps isoprene, terpenes, toluene, as well
as alkanes and alkenes with four or more carbon atoms (called BIGALK and BIGENE). Gas chemistry treats sul-
fur gases and H2O2, with oxidants prescribed by climatological values simulated by MOZART. The model uses
a two-moment stratiform cloud microphysics parameterization [Morrison and Gettelman, 2008; Gettelman
et al., 2008, 2010]. Aerosols can act as cloud condensation nuclei and ice nucleating species (solution droplets
or ice nuclei). The Zhang and McFarlane [1995] parameterization is used for deep convection, while the Park
and Bretherton [2009] parameterization is used for shallow convection. The Rapid Radiative Transfer Model for
General Circulation Models (RRTMG) is used to perform the shortwave and longwave radiative transfer
calculations. More detailed information about the formulation of the default version of CAM5 can be found
in Neale et al. [2010].

The model simulation started at 00 UTC on 1 May 2012. Initial concentrations of aerosols and their precursors
were taken from a previous climatological simulation. Model output in the first 2months is used as a spin-up
period. Anthropogenic emissions for aerosols and their precursors over North America were obtained from
NEI 2011 as in WRF-Chem simulations. However, daily mean values are used and the diurnal cycle is not con-
sidered. For other regions, the default CAM5 emissions for the year 2000 are used. As in the default version of
CAM5, 2.5% of sulfur emissions are assumed to be primary sulfate aerosols and 97.5% of them to be SO2.
Since the vertical grid spacing in WRF-Chem is finer than CAM5, the height-dependent emissions (i.e., stack
emissions) in WRF-Chem are added together within the coarser vertical layers in CAM5 so that the vertical
distribution of emissions between the two models is similar. Aerosol emission size distributions are kept as
close as possible to the default version of CAM5, rather than the size distribution used in WRF-Chem.
Anthropogenic emissions above the lowest layer are set to those from energy/industry sectors. Emissions
of the single SOA precursor gas involve fixed yields applied to emissions of isoprene, terpenes, toluene,
BIGALK and BIGENE. Biogenic emissions for isoprene and terpene are prescribed from the MOZART-2
[Horowitz et al., 2003] data set as in default version of CAM5 [Neale et al., 2010]. Sea salt and dust emissions
are computed online and depend on the predicted surface wind speeds. As in WRF-Chem, biomass burning
emissions are based on FINN, but the diurnal cycle is not considered and daily mean emissions are used
instead. Daily means are usually the highest temporal resolution of biomass burning emissions used by hind-
cast global climate modeling studies (e.g., AeroCom phase III biomass burning experiments, https://wiki.met.
no/_media/aerocom/aerocom_bbexperiment_proposed_v3.2.pdf).
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3. Results

Given that the spatial resolution of WRF-Chem, CAM5, and the observations are different, the supporting
information provides details on how the models are compared with the TCAP measurements.

3.1. Overall Temporal and Vertical Variations During the TCAP

The variability in observed and simulated aerosol composition (<1μm) and AOD (at 500 nm) over the AMF
during July 2012 is summarized in Figure 3. The observed temporal variability of organic matter (OM), sulfate
(SO4), nitrate (NO3), ammonium (NH4,), and black carbon (BC) indicate distinct periods of high and low con-
centrations denoted by “dirty” and “clean,” respectively. The higher concentrations of these species occur
during periods of near-surface and midtropospheric southwesterly to northwesterly winds (Figure S1) which
are favorable for transport from anthropogenic emission sources, especially those along the entire northeast
urban corridor. Aerosol concentrations are lower during periods of southeasterly to northeasterly near-
surface winds (Figure S1) that transport relatively cleaner air over the ocean toward Cape Cod. The multiday
temporal variations produced by WRF-Chem are similar to the observations; however, the model sometimes
produces low aerosol concentrations for several hours during the dirty periods when the observations remain
relatively high for several days. A somewhat poorer representation of the multiday temporal variability was
produced by CAM5, since it often produces high aerosol concentrations even during the clean periods.
The correlation coefficient from WRF-Chem ranges from 0.60 to 0.69 for OM, SO4, NH4, and BC, while those
from CAM5 range from 0.38 to 0.46 (Table 1). The average observed OM between 9 and 30 July comprises
~68% of the total PM1 (Figure S2), compared to 72% from WRF-Chem and 80% from CAM5. In WRF-Chem,
69, 18, and 13% of OM originate from anthropogenic, biogenic, and biomass burning sources, respectively.

Figure 3. Observed (blue) and simulated (a) organic matter, (b) sulfate, (c) nitrate, (d) ammonium, (e) black carbon, and (f) AOD from WRF-Chem (red) and CAM5
(green) at the Cape Cod AMF site during July 2012. The black arrows denote the aircraft flight periods, b is the bias, and r is the correlation coefficient.
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The high concentrations from CAM5 are likely due to the high SOA yield applied at the surface and the coarse
resolution (Figure 1) in which Boston emissions are spread over a wide region that includes Cape Cod Bay and
the AMF site. While simulated BC is somewhat correlated with the SP2 data (correlation coefficients of 0.63
and 0.41 for WRF-Chem and CAM5, respectively), both models have a positive bias in BC concentrations
(Figure 3e) that are ~2.8 times higher than the observed average of 0.10μmm�3 between 10 and 25 July
despite the differences in meteorological circulations and emission rates associated with spatial resolution.

An evaluation of simulated AOD at 500 nm is shown in Figure 3f. Observed AOD was obtained from both the
MFRSR instrument at the AMF site as well as from the HSRL-2 when it flew directly over the AMF site. Ortega
et al. [2016] also derived AOD from a 2-Dimensional Multi Axis Differential Optical Absorption Spectroscopy
(2D-MAX-DOAS) instrument [Coburn et al., 2011; Ortega et al., 2015] and found that it differed from the MFRSR
values by �0.012 on average. While the AOT from HSRL-2 extends only up to 7.5 km, it should encompass a
large fraction of the aerosols in the atmosphere. In fact, there is very good agreement between the two mea-
surements. Note that the observed AOD from the MFRSR is available only during daytime under mostly clear
skies. Unfortunately, circus clouds frequently occurred over the AMF site so that AOD could not be derived for
a large fraction of daytime hours during TCAP. The multiday variation in the observed AOD is similar to the
variations in surface aerosol concentrations associated with the dirty and clean periods, but upon closer
inspection the shorter time scale variations in observed AOD are not necessarily correlated with changes
in surface aerosol concentrations (Figure S3). This indicates that AOD during TCAP also depends on aerosol
concentrations aloft. The simulated AOD from both models is similar to the observed with a correlation coef-
ficient of 0.74 from CAM5 and 0.77 from WRF-Chem and a bias from both models of about �0.06. However,
WRF-Chem produces significantly higher AOD than CAM5 for short time periods. Since the AOD from CAM5 is
too low, the simulated aerosol concentrations aloft should be lower than observed to offset the positive bias
in the near-surface concentrations.

The concentration and temporal variability of trace gases simulated by WRF-Chem at the AMF site are also in
reasonable agreement with the available measurements of O3, NO, NO2, CO, SO2, and glyoxal (Figure S4). As
with BC, (Figure 3e) simulated CO during the dirty periods is usually higher than observed. Since CO and BC
are emitted primarily from vehicles, the NEI 2011 estimates may be too high. In contrast, simulated NO is
usually too low. Note that NO has a short lifetime so that NO measured at this site is likely due to emissions
from U.S. Route 6 (about 2 km west of the AMF site), the main highway along the peninsula. Thus, the under-
prediction in simulated NO is likely due to the 12 km grid spacing that instantly dilutes the narrow line of
vehicle emissions in addition to other uncertainties in volatile organic compounds (VOCs) that affect the
NOx and HOx cycles.

To examine variations of aerosols above the AMF site, profiles of simulated PM2.5 concentrations from
WRF-Chem and CAM5 are shown in Figure 4. The temporal variations in PM2.5 concentrations aloft from
WRF-Chem are overall similar to the alternating dirty and clean periods as defined by the surface measure-
ments. However, the highest simulated PM2.5 is not always located close to the surface and there are many
instancesof aerosol layerspassingover theAMFsiteduring themonth.Not surprisingly, the temporal variations
andverticalgradients inPM2.5concentrationsaloft fromCAM5aresmoother than those fromWRF-Chemand it

Table 1. Statistics for PM1, Defined as the Sum of OM, SO4, NO3, NH4, and BC, at the AMF Site in Terms of Bias and
Correlation Coefficient, Ra

PM1 OM SO4 NO3 NH4 BC AOD

Observed Mean 5.53 3.86 0.91 0.23 0.43 0.10 0.170
WRF-Chem 4.70 3.37 0.65 0.14 0.24 0.30 0.108
WRF-Chem no KF-Cup Mean 4.77 3.45 0.63 0.15 0.24 0.30 0.124
CAM5 13.18 10.54 1.70 - 0.64 0.30 0.113
WRF-Chem �0.83 �0.49 �0.26 �0.09 �0.19 0.20 �0.062
WRF-Chem no KF-Cup Bias �0.76 �0.41 �0.28 �0.08 �0.19 0.20 �0.046
CAM5 7.65 6.68 0.79 - 0.21 0.20 �0.057
WRF-Chem 0.64 0.60 0.69 0.39 0.65 0.63 0.74
WRF-Chem no KF-Cup R 0.64 0.58 0.68 0.40 0.65 0.63 0.77
CAM5 0.32 0.38 0.46 - 0.43 0.41 0.77

aObserved PM1 obtained from the ACSM and SP2 instruments.
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is difficult to identify the samedirty and clean periods. While CAM5 also produces aerosol layers aloft, there are
far fewer of them than fromWRF-Chem.About twice asmany layers canbe identifiedbetween 1 and 3 km from
WRF-Chemthan fromCAM5(rightpanelsofFigure4).Mostof thePM2.5mass fromCAM5 isalso locatedwithin3
to 4 km of the surface, but aerosol concentrations fromWRF-Chem above this altitude often exceed 3μgm�3

and there are 50 to 100 h in which layers that can be identified (9 to 17% of the simulation period).

As at the surface, most of the OM aloft from WRF-Chem at the AMF site is from anthropogenic sources as
shown in Figures 5 and S5. On average, about 50, 30, and 10% of the OM below 2 km is from anthropogenic,
biogenic, and biomass burning sources, respectively (Figure 5a). The remaining 10% of the OM originates
from the MOZART boundary conditions and this fraction increases with height and becomes as large as
60% of the total OM above 5 km. While this fraction is large in the middle and upper troposphere, the total
OM concentrations are small. Figure S5 shows that the simulated fraction of organic aerosols from various
sources varies substantially during the month, with higher fractions of biogenic OM prior to July 16 and
higher fractions of biomass burning OM after 19 July. Regional-scale circulations below 3 km prior to 16
July were favorable for transport from the southwest where there are sources of biogenic precursor emis-
sions. Northwesterly to northeasterly winds became more frequent after 19 July (Figure S1), so that transport
is less favorable from biogenic source and more favorably for transport from biomass burning sources in
Canada. For the G-1 flights during clean periods over the AMF site on 9, 21, 22, and 25 July (Figure 5b), the
simulated average OM concentrations are usually less than 1μgm�3 but the fraction of biomass burning
OM becomes as high as 40% and the fraction of anthropogenic OM decreases to 10–20% below 3 km. The
relatively higher biomass burning OM at this time is largely due to one large plume transported over the
AMF site on 25 July (Figure S5). During the dirty period G-1 flights on 13–15, 17, 18, and 23 July (Figure 5
c), the simulated fraction of anthropogenic OM is as high 60–70% below 3 km.

The miniSPLAT measurements were divided into 11 composition classes including biomass burning aerosols,
as described by Zelenyuk et al. [2015]. Biomass burning aerosols from miniSPLAT are from primary emissions
plus condensed SOA from biomass burning VOCs. Figures 5d and 5e show the volume associated with
biomass burning aerosols along with the simulated values. Biomass burning aerosols from WRF-Chem are

Figure 4. Profiles of simulated PM2.5 from (a) WRF-Chem and (b) CAM5 during July 2012 over the Cape Cod AMF site. The WRF-Chem profiles are within a 12 × 12 km
grid cell, while the CAM5 profiles are within a 1.25° × 0.9° grid cell as depicted in Figure 1. Black arrows and white vertical lines denote the aircraft flight periods. Gray
shading in the right panels denote number hours of local maxima (aerosol layers) with peak concentrations >3 μgm-3 between 2 and 26 where both models use
CAM5’s vertical grid spacing to compute the frequency as a function of altitude.
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from both primary and secondary OM. During the clean G-1 flights, the simulated biomass burning OM
volume is higher than observed by as much as an order of magnitude on average (Figure 5d). In contrast,
the simulated biomass burning OM volume is similar to observed at all altitudes on the dirty G-1 flight days
(Figure 5e). Since the average observed fractions of biomass burning aerosol from miniSPLAT are similar
among all the G-1 flights and did not have significant differences between the clean and dirty periods, the
model produced much more variability in the fraction of biomass burning aerosols than observed. The
observed average percentage of PM1 number and volume of biomass burning particles from miniSPLAT
for each flight along with the simulated values are listed in Table 3. The observed percentage of PM1 that
were identified as biomass burning particles ranged from 3.8 to 11.3% in the Cape Cod Column and 4.4 to
7.8% in the Maritime Column. These results suggest that the smoke plumes from the large Canadian fires
are sufficiently diluted by the time they arrive over Cape Cod and/or the biomass burning particles originated
from other smaller fires closer to Cape Cod. Simulated secondary biomass burning concentrations are about
an order of magnitude larger than those due to primary emissions. The simulated total biomass burning per-
centages and volume are lower than observed on 9 and 13–5 July, close to observed on 17 and 18 July, and
higher than observed for the remaining flights. The simulated outlier on 25 July when the model predicts
nearly half of the aerosol concentrations are smoke when the miniSPLAT data suggests that less than 5%
of the particles are smoke.

Some of the simulated aerosol layers aloft occurred during the 10 aircraft sampling periods as shown by the
arrows in Figure 4. We now use the profiles of extinction from the HSRL-2 to evaluate the simulated AOT in
two layers: the residual layer and the free troposphere. One advantage of TCAP measurement is that the
HSRL-2 profiles of extinction provide a means of evaluating the vertical distribution of aerosols aloft that can-
not be obtained from column values from surface or satellite column-integrated measurements. In our ana-
lysis of the HSRL-2 data, we first adopt the same definitions for these layers as in Berg et al. [2016] for six
aircraft sampling periods as shown in Figure 6 in which the boundary between the residual layer top and
the free troposphere ranged from 2.65 to 2.93 km. The gross vertical variations in simulated extinction
WRF-Chem are qualitatively similar to the HSRL-2 measurements in that the fraction of AOT in the free tropo-
sphere on 21 and 22 July was the highest and on 13 July was the lowest. Over the Cape Cod column the
observed fraction of AOT in the free troposphere was between 50 and 65%, but the simulated values from
WRF-Chem were somewhat higher between 65 and 85%. Similarly on 13 July, the simulated fraction of
AOT in the free troposphere was higher than observed. On 15, 17, and 25 July, the simulated values were clo-
ser to the observations. In contrast, the fraction of AOT in the free troposphere from CAM5 bears little resem-
blance to the HSRL-2 observations and has a much smaller amount of variability. Most of the fraction of AOT
in the free troposphere is less than 40%, consistent with the vertical distribution of PM2.5 shown in Figure 4b.

A more detailed evaluation of the vertical variation in simulated extinction is shown in Figure 7 by using per-
centiles that include data from multiple flights separated into clean and dirty periods. Because the vertical
grid spacing in the models are larger than the 15 m range gates from HSRL-2, percentiles are computed

Figure 5. Simulated OM profiles and fraction of OM from anthropogenic (ANT), biogenic (BIO), biomass burning (BB), and boundary condition sources over the AMF
site fromWRF-Chem averaged over the (a) entire simulation period, (b) G-1 flights on “clean” days, and (c) G-1 flight periods on “dirty” days. Dark and light shading for
biomass burning and anthropogenic OM sources represent primary and secondary aerosols, respectively. The observed and simulated profiles of volume from
biomass burning sources in the Cape Cod Column averaged over the (d) G-1 flights on “clean” days and (e) G-1 flights on “dirty days”. Solid red line and gray shading
in Figures 5d and 5e represent average and range of simulated values, respectively, of primary and secondary biomass burning, while dashed red line is primary
biomass burning aerosols.
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within 0.25 km for layers up to 5 kmmsl followed by 0.5 km for layers above 5 km. Extinction fromWRF-Chem
is binned into these layers, but extinction from CAM5 is binned into fewer layers because of its coarser vertical
grid spacing. Note that 2 days have been split into both clean and dirty. Strong gradients in aerosol concen-
trations were observed in the region on 9 and 25 July, with low extinction over Cape Cod and higher extinc-
tion over the ocean. On 14 July, percentiles were only computed for the Cape Cod column because clouds
obscured the HSRL-2 sampling over the ocean. There were also clouds on 13 July, but they were broken so
that data were available to include in the percentiles for both columns. During the clean sampling periods
(Figures 7a and 7b), stronger vertical variations in the observed extinction occurred over the Maritime
Column with a distinct layer in the free troposphere between 3 and 4 km. Extinction from both WRF-Chem
and CAM5 is generally lower than observed except for portions of the profiles. WRF-Chem produces values
closer to observed between 2 and 3.5 km within the Cape Cod Column, while CAM5 produces values closer
to those observed between 0.25 and 2 km.Within the Maritime Column, WRF-Chem produces extinction simi-
lar to observed for the layer in the free troposphere between 3 and 4 km but CAM5 produces values closer to
observations within the residual layer below 2 km. Both models produce higher extinction during the dirty
periods consistent with the HSRL-2 data (Figures 7c and 7d), with most of the extinction located within the
residual layer below 3 km. Lumping all the aircraft data for the dirty periods hides some of the vertical varia-
bility in the free troposphere that will be examined later. The CAM5 extinction shows surprising variability
(i.e., the 5th to 95th percentile range is often large), that is, due to variations over time, given the coarse
horizontal grid spacing with up to two grid cells encompassing either the Cape Cod or Maritime Columns.
WRF-Chem with its higher horizontal resolution does produce a larger range of extinction at many altitudes
that are similar to observed (1.75 to 3.75 km in Figure 7a, 3 to 3.75 km in Figure 7b, and 0 to 2 km in Figure 7d)
and at a few altitudes produces more variability than observed; however, the variability is still less than
observed for a large fraction of the profiles in each column.

Statistics describing the performance of WRF-Chem and CAM in simulating the average PM1, defined as the
sum of OM, SO4, NO3, NH4, and BC, for each of the 10 G-1 flights is given in Table 2. Additional statistics
describing the performance for the individual aerosol components are given in Tables S3–S7. Simulated
PM1 from WRF-Chem is lower than observations from the AMS and SP2 instruments for six of the 10 flights,
with correlation coefficients ranging from 0.07 on 25 July to 0.76 on 17 July. In terms of the largest biases, the
simulated concentration is 3.2 and 2.8 times lower than observed on 9 and 21 July, respectively, and 1.75
times higher than observed on 17 July. In contrast, the average PM1 from CAM5 is higher than observed
for nine of the 10 flights, ranging from 1.2 to 1.9 times higher than observed, and correlation coefficients ran-
ged from 0.36 on 25 July to 0.72 on 17 July. For WRF-Chem, the low bias in PM1 is consistent with the overall
low values of extinction shown in Figure 7. While the higher PM1 produced by CAM5 does lead to higher
extinction than WRF-Chem at many altitudes (Figure 7), the overall extinction is still lower than observed.
We note that the biases in PM1 concentrations are not exactly correlated with errors in the simulated
extinction shown in Figure 7, since extinction also depends on coarser particles and aerosol water as will
be discussed later for two flights.

We have shown that both models have some skill in simulating temporal and vertical variations in aerosols
over the TCAP region; however, the simulations are far from perfect. We next examine two cases, 17 and

Figure 6. Spatial variations in fraction of AOT (up to 9 km MSL) in the free troposphere (a) observed by HSRL-2 and simulated by (b) WRF-Chem and (c) CAM5 on 13,
15, 17, 21, 22 and 25 July. The assumed boundary between the residual layer and free troposphere for each flight is given in Figure 6a.
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22 July, in more detail to better understand model performance and the processes that contribute to aerosol
layers that may not be represented adequately in the models. For reference, aerosol layers on the other
flights are illustrated in Figures S6–S13 that depict a portion of the longitudinal variation in observed and
simulated extinction profiles and AOT.

3.2. Layering During the 17 July Dirty Period

The ambient winds over the AMF site on 17 July were westerly to northwesterly (Figure S1) and the aircraft
flight paths were selected to be along the wind direction on that day (Figure 1). A deep layer of aerosols,
denoted as the residual layer, was observed by the HSRL-2 (Figure 8a) that was ~2 km deep over Cape Cod
that gradually increased to ~3 km over the ocean, ~230 km southeast of Cape Cod. For clarity, Figure 8 depicts
a subset of the extinction profiles between 1521 and 1615 UTC during the aircraft sampling period between
1400 and 1720 UTC. Convective boundary layer processes over land are responsible for the residual layer.
During the day as the convective boundary grows to a few kilometers in depth, aerosols are mixed from
the surface up to the boundary layer top by turbulent eddies. The ambient winds subsequently transport this

Figure 7. Vertical profiles of observed (blue) and simulated extinction from WRF-Chem (red) and CAM5 (green) during the “clean” (left two panels) and “dirty”
(right two panels) periods. (a and c) Profiles within the Cape Cod Column; (b and d) profiles within the Maritime Column. The dots are the median, the horizontal
bars are the 25th to 75th percentiles, and the horizontal lines are the 5th to 95th percentiles.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025248

FAST ET AL. MODEL REPRESENTATIONS OF AEROSOL LAYERS 9826



layer over the ocean that is largely decoupled from the stable marine boundary layer that is only on a few
hundred meters deep due to the relatively cool ocean temperature. At this time, the highest values of extinc-
tion were observed in the Maritime Column, although there are also large horizontal and vertical variations
within the column. Another aerosol layer in the free troposphere between 3 and 5 km was observed over
the AMF site. This layer was not observed shortly after 14 UTC at the beginning of the flight, but was present
when the King Air made its second pass back over the AMF site between 1520 and 1540 UTC [Berg et al.,
2016]. By 17 UTC, higher values of extinction occurred in this layer; it was transported farther to the east
(not shown). Since the HSRL-2 flew back and forth along the same path, it was able to observe the progres-
sion of these layers as they were transported toward the east and direct the G-1 aircraft to sample layers in
both the Cape Cod and Maritime Columns.

The extinction profiles simulated by WRF-Chem and CAM5 for the same period are shown in Figures 8b and
8c, respectively. While both models qualitatively represent the horizontal variations in extinction profiles
associated with residual layer as well as the presence of a layer in the free troposphere, there are important
differences with the HSRL-2 extinction profiles. For WRF-Chem (Figure 8b), the residual layer is shallower than
observed in the Cape Cod Column, and the peak values in the free troposphere aerosol layer are located
~1 km higher than observed. While the simulated extinction between 4 and 5.5 km msl is similar to observa-
tions, the model misses the higher values seen in the observations between 3 and 4 km msl. The model pro-
duces some variability in the highest extinction above the ocean surface in the Maritime Column, but it does
not completely resemble the complexity seen in the HSRL-2 data. The free troposphere layer also arrives ear-
lier than observed so that extinction of 0.01 to 0.02 km�1 was produced east of 69°W. In contrast, the HSRL-2
measurements show very low extinction in the free troposphere east of 69°W. For CAM5 (Figure 8c), the resi-
dual layer is also shallower than observed over the Cape Cod Column. The CAM5 extinction in residual layer is
also about a factor of 2 lower thanobserved and that from theWRF-Chemsimulation. In contrast toWRF-Chem,

Table 2. Statistics for PM1, Defined as the Sum of OM, SO4, NO3, NH4, and BC, for Each of the G-1 Flights in Terms of Bias
and Correlation Coefficient, Ra

Flight Day in July

9 13 14 15 17 18 21 22 23 25

Observed Mean 3.56 6.62 7.81 8.19 4.31 7.81 2.02 2.48 2.97 1.23
WRF-Chem 1.10 6.32 8.04 7.08 7.53 5.21 0.71 2.04 3.81 2.41
WRF-Chem No KF-Cup Mean 1.08 7.17 8.64 7.47 8.47 5.90 0.66 2.10 3.79 2.35
CAM5 5.91 7.85 13.11 6.16 6.94 9.16 3.84 3.77 5.28 3.59
WRF-Chem �2.47 �0.30 0.23 �1.11 3.23 �2.60 �1.31 �0.44 0.84 1.17
WRF-Chem No KF-Cup Bias �2.48 0.55 0.83 �0.72 4.16 �1.90 �1.37 �0.37 0.81 1.12
CAM5 2.35 1.23 5.31 �2.03 2.63 1.35 1.82 1.30 2.30 2.36
WRF-Chem 0.57 0.34 0.70 0.65 0.76 0.19 0.33 0.12 0.41 0.07
WRF-Chem No KF-Cup R 0.48 0.39 0.69 0.64 0.74 0.14 0.19 0.08 0.40 0.05
CAM5 0.53 0.60 0.62 0.68 0.72 0.63 0.58 0.20 0.53 0.36

aObserved PM1 obtained from the HR-ToF-AMS and SP2 instruments.

Figure 8. Extinction profiles on 17 July as a function of longitude between 1521 and 1615 UTC (a) observed by HSRL-2 and (b) simulated byWRF-Chem and (c) CAM5.
The dots denote the sampling altitude of the G-1 aircraft during the entire flight.
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CAM5 produces a weak layer in the free troposphere over the Cape Cod column that arrives about the same
time as observed by HSRL-2 so that the low values of extinction are found east of 69°W. The layer over Cape
Cod is located at a somewhat higher altitude than observed similar to WRF-Chem, but one needs to keep in
mind that the vertical grid spacing used in CAM5 at this altitude is coarse (~1 km).

Using percentiles in a manner similar to Figure 7, a quantitative assessment of the simulated extinction pro-
files over the entire flight period for the Cape Cod and Maritime Columns is shown in Figure 9. The transition
zone between the residual layer and the free troposphere denoted by gray shading is based on vertical pro-
files of potential temperature (θ) and relative humidity (RH) from G-1 aircraft observations (Figures 10g and
10h) as well as profiles of extinction. The largest variability in the Cape Cod column is produced between 3
and 5 km, associated with the passage of the aerosol layer aloft (Figure 9a). The extinction profiles also indi-
cate that the observed depth of the residual layer is between 2 and 2.5 km during the aircraft flight. Simulated
extinction from both models is generally lower than observed, except very close to the surface where the
extinction is too high. In the free troposphere portion of the Cape Cod Column, the WRF-Chem median
extinction of 0.02 km�1 at 4.75 km msl is somewhat lower than the peak median of 0.03 km�1 observed at
3.75 kmmsl. The simulated range of extinction for that layer is also far lower than observed. While CAM5 does
produce an aerosol layer in the free troposphere (Figure 8c), the increase in extinction is very small, so that it
is difficult to see the increase using the linear scale shown in the figure. In the Maritime Column (Figure 9b),
the median and range of extinction from WRF-Chem is very similar to measured values throughout most of
the residual layer while the median from CAM5 is about a factor of 2 too low. While the residual layer in WRF-
Chem is consistent with HSRL-2 between 1521 and 1615 UTC (Figure 8b), it is shallower than observed for the
entire flight period (1400 and 1720 UTC) as indicated by the low extinction between 2.5 and 3.25 km msl. In
the free troposphere east of 69°W, the extinction from WRF-Chem is higher than observed while the extinc-
tion from CAM5 is close to observed.

The profiles of in situ measurements from the HR-ToF-AMS and SP2 instruments along with profiles of θ and
RH are shown in Figure 10 to illustrate the association between the meteorological and extinction profiles.
We compute percentile profiles for each aerosol component within 50m bins up to the highest altitude flown

Figure 9. Vertical profiles of observed (blue) and simulated extinction from WRF-Chem (red) and CAM5 (green) in the
(a) Cape Cod Column and (b) Maritime Column on 17 July. The dots are the median, the horizontal bars are the 25th to
75th percentiles, and the horizontal lines are the 5th to 95th percentiles. The orange line is from the WRF-Chem simulation
without the effect of KF-CuP on aerosols.
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by the G-1 aircraft that is about 3.75 km on this day. In general, the horizontal and vertical variations in mea-
sured dry PM1 mass (mass of particles with diameters less than 1μm), defined here as the sum of OM, SO4,
NO3, NH4, and BC (from HR-ToF-AMS and SP2 instruments), is consistent with the variations in the extinction
measured by HSRL-2. For example, higher and lower PM1 is observed in the residual layer and free tropo-
sphere, respectively. In addition, the G-1 indicates large vertical gradients in PM1 with higher concentrations
in the lower half of the residual layer similar to the extinction profiles. In terms of horizontal gradients, PM1 in
the Maritime Column were usually between 4 and 7μgm�3 while the concentrations were somewhat lower
and usually between 3 and 6μgm�3 in the Cape Cod column. While there are somewhat higher values of
PM1 in the Maritime Column throughout a greater depth, they are not as high as a factor of 2 or more
increases in extinction from HSRL-2. For the free troposphere aerosol layer in the Cape Cod column, there
is a region of peak PM1 as high as 5μgm�3 at the same altitude as the peak HSRL-2 extinction. The profiles
of RH also suggest that aerosol water likely plays an important role contributing to observed extinction. The
residual layer RH in the Maritime Column is usually between 70 and 95% while the RH in the Cape Cod
Column is usually between 50 and 75% indicating the transport of drier continental air over the ocean.
The higher humidity in the Maritime Column likely led to more water uptake that also increases extinction
in addition to changes in the dry aerosol mass. In the Cape Cod Column, the median observed RH around
3.5 km is ~85%, while the median RH 1 km lower is much drier and closer to 50%. This also suggests that
uptake of water by aerosols in the free troposphere layer could have contributed to the peak extinction at
that altitude.

Figure 10. Observed and simulated profiles of (a) PM1 mass, (b) organic matter, (c) sulfate, (d) nitrate, (e) ammonium, (f) black carbon, (g) potential temperature, θ,
(h) relative humidity, RH, and (i) aerosol water for the G-1 flight on 17 July. Dots and horizontal lines denote the average and range, respectively, at each altitude. Only
PM1 is shown for the WRF-Chem simulation without KF-CuP. Nitrate is not simulated by CAM5.
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To understand the source of the errors in the simulated extinction profiles, Figure 10 also includes the simu-
lated quantities from WRF-Chem and CAM5. Simulated PM1 (Figure 10a) from WRF-Chem is usually much
higher than observed in the residual layer. Simulated concentrations in the Maritime Column are often twice
as high as observed, while the near-surface concentrations in the Cape Cod Column are 3 times higher than
observed. In contrast, PM1 from CAM5 is much closer to observed in the Maritime Column, except within
150m of the surface where it is a factor of 2 too high. The profile of PM1 from CAM5 is also closer to observa-
tions than WRF-Chem in the Cape Cod Column residual layer, although CAM5’s concentrations are 2 to
3μgm�3 too high. Both models produce PM1 concentrations in the Cape Cod Column above 1.8 km that
are within the range of observed median values; however, neither model produces an appreciable peak on
aerosol concentrations that are observed around 3.4 km, consistent with the errors in extinction at that
altitude. Figures 10b–10f show that the overprediction in PM1 from WRF-Chem is not due to one aerosol
component. OM, SO4, NH4, NO3, and BC are all too high in the Maritime Column although NO3 is a small
portion of the total mass. Simulated biomass burning aerosol is relatively small and similar to measurements,
as indicated in Table 3 and Figure S14, so that uncertainties associated with smoke are not a large factor con-
tributing to the overprediction in OM. While PM1 from CAM5 is similar to observations in the Maritime
Column, it does so for the wrong reasons: the low biases in OM and BC are compensated by overpredictions
in SO4 and NH4. SO4 and NH4 also contribute to the positive PM1 bias in the Cape Cod Column residual layer
where simulated OM and BC are closer to observed. Differences in the observed and simulated thermody-
namic structure (Figure 10g) likely contribute to some of the discrepancies in the simulated aerosol profiles.
The observed transition zone is characterized by smaller vertical gradients in θ; however, both models indi-
cate a sharp transition between the residual layer and free troposphere so that the simulated θ is up to 2 K
higher than observed, above 1.8 and 2.4 km in the Cape Cod and Maritime Columns, respectively. These tem-
perature biases in the Maritime Column transition zone likely contribute to the underpredictions in RH from
both models (Figure 10h). Simulated RH from both models in the Maritime Column residual layer is much clo-
ser to observations. The high humidity in this layer leads to simulated aerosol water (Figure 10i) with peak
median values of 6 and 8μgm�3 from CAM5 and WRF-Chem, respectively. The lower RH in the Cape Cod
Column results in little to no aerosol water in the Cape Cod Column. Little aerosol water is also produced
in the Cape Cod free troposphere aerosol layer even though the observed RH is around 85%.

In addition to aerosol mass concentration and composition, aerosol size distribution is an important factor
that affects the optical properties of aerosols. Figure 11 depicts the observed and simulated size distributed
number and volume averaged over the entire G-1 flight as well as within the residual layer for the Cape Cod
and Maritime Columns. Simulated aerosol volume is divided into the fraction resulting from each aerosol

Table 3. Observed Biomass Burning (BB) Fraction and Volume Within the Cape Cod (CC) and Maritime (M) Columns
Obtained From miniSPLAT As Well As Simulated Biomass Burning Quantities From WRF-Chema

Flight Day in July

Column 9 13 14 15 17 18 21 22 23 25

Observed BB CC 7.69 4.69 7.15 11.93 8.70 9.36 6.27 5.10 5.07 3.03
Fraction (%) M 6.98 8.25 7.43 7.51 7.35 8.37 4.59 4.62 5.30 4.39
Model BB CC 1.05 0.47 0.49 0.97 9.20 7.08 14.92 18.59 7.14 49.70
Fraction (%) M 2.20 0.64 0.81 2.16 2.35 3.13 12.18 11.27 10.63 55.25
Model BBOA CC 0.11 0.05 0.06 0.10 1.04 0.82 1.76 3.53 0.08 5.56
Fraction (%) M 0.20 0.05 0.08 0.26 0.28 0.37 1.27 1.70 1.39 8.68
Model BBSOA CC 0.94 0.41 0.43 0.88 8.15 6.25 13.15 15.06 6.31 44.14
Fraction (%) M 2.00 0.59 0.73 1.89 2.07 2.76 10.92 9.57 9.25 46.57
Observed BB CC 0.074 0.231 0.293 0.383 0.235 0.366 0.082 0.118 0.241 0.037
Volume (μm�3, cm�3) M 0.185 0.225 0.375 0.347 0.260 0.352 0.075 0.131 0.164 0.066
Model BB CC 0.012 0.052 0.062 0.087 0.409 0.613 0.220 1.151 0.948 2.688
Volume (μm�3, cm�3) M 0.095 0.037 0.065 0.156 0.329 0.627 0.199 0.435 0.873 7.108
Model BBOA CC 0.001 0.006 0.007 0.009 0.054 0.071 0.026 0.234 0.109 0.301
Volume (μm�3, cm�3) M 0.009 0.004 0.007 0.019 0.044 0.084 0.021 0.071 0.111 1.210
Model BBSOA CC 0.011 0.045 0.054 0.078 0.355 0.542 0.195 0.916 0.838 2.388
Volume (μm�3, cm�3) M 0.086 0.032 0.058 0.137 0.286 0.543 0.178 0.365 0.762 5.898

aBBOA and BBSOA denote primary and secondary biomass burning aerosols.
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species. In general, the number and volume distribution from WRF-Chem is closer to the observations than
CAM5 (Figure 11a). In WRF-Chem, peak number concentrations occur in bins 2 and 3 (0.078–0.313μm) and
peak volume distributions occur in bins 3 and 4 (0.156–0.625μm). Errors in the simulated size distribution
from WRF-Chem vary in space and time as seem by comparing the Cape Cod (Figure 11b) and Maritime
(Figure 11c) Columns. Simulated volume is too high for bins 4–6 (0.313–0.625μm) in the Cape Cod column,
while the simulated volume is too high for bins 3–5 (0.156–1.25μm) and too low for bins 6–8 (1.25–10μm) in
the Maritime Column. Biases in the simulated residual layer PM1 in the Cape Cod Column offset each other
(Figure 10a) so that the observed and simulated average total volume is similar; however, the simulatedmean
diameter of 0.374μm is somewhat larger than the observed value of 0.282μm. In the Maritime Column
(Figure 11c), the simulated volume <1.25μm is too high consistent with the PM1 profiles (Figure 10a), and
as with the Cape Cod Column the mean diameter is larger than observed. The observed mean diameter
increases by 0.009μm from 0.282 to 0.290μmbetween the Cape Cod andMaritime Columns, while the simu-
lated mean diameter increases by 0.022μm from 0.374 to 0.396μm. The increase in diameter suggests that
particles are growing (aging) as air parcels are transported from Cape Cod over the ocean, but the variations
in diameter may also be due to different aerosol populations. The high aerosol volume for coarser particles
occurs primarily for the flight legs closest to the ocean surface between 100 and 150m, suggesting that
WRF-Chem underestimates sea salt emissions and/or their turbulent mixing up to the aircraft altitude.
Simulated sea salt adjacent to the ocean is often a factor of 2 higher than the values along the lowest flight
tracks (not shown), suggesting that errors in the stability and turbulence within the shallowmarine boundary
layer are largely responsible for the underprediction of coarse aerosols. CAM5 also produces low concentra-
tions of other inorganics, OIN, compared to WRF-Chem. As mentioned previously, WRF-Chem uses boundary
conditions of dust from MOZART climatological values that may not be representative for this period.

Figure 11. Observed and simulated size distribution of aerosol number and volume for the G-1 flight on 17 July averaged (a) over the entire G-1 flight, (b) within the
Cape Cod residual layer, and (c) within the Maritime Column residual layer. Color shading for the simulated volume distributions denotes the fraction from each
aerosol component. The arrows in the lower two rows denote the observed (blue). WRF-Chem (red), and CAM5 (green) mean diameters. The horizontal black lines in
the middle panels denote observed averages within the size bins used by WRF-Chem.
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For CAM5, the diameters of the peak number concentrations are similar to the observations; however, the
aerosol number in the 80–320 nm range is much lower than observed so that the volume mean diameter
is ~0.2μm larger than observed. If the simulated submicron aerosol number were eight times higher, the
number and volume curves would both shift toward the left and become closer to the observations. As with
WRF-Chem, the lower than observed volume for coarse aerosols from CAM5 can be attributed to errors asso-
ciated with sea salt emissions and vertical mixing.

We note that both models underestimate aerosol number concentrations for the smallest diameters, indicat-
ing that new particle formation is likely underestimated that subsequently affects the growth of particles to
Aiken mode size. However, the observed and simulated mass less than 0.078μm is very small and the simu-
lated average volume in bin 2 (0.078–0.156μm) is only 23% lower than observed. We note that errors in the
simulated size distribution for small aerosols do not contribute significantly to extinction compared to larger
aerosols with diameters closer to 1μm.

3.3. Processes Contributing to Aerosol Layers on 17 July

Next we investigate the processes responsible for the free troposphere aerosol layer in the Cape Cod Column.
Aerosol layers aloft, such as the one on 17 July, could result from long-range transport of aerosols from
sources in Asia, regional-scale transport of aerosols from sources in North America, or from local transport
of aerosols originating in the vicinity of the TCAP sampling domain. We use the FLEXPART model [Brioude
et al., 2013] for WRF-Chem and the Lagrangian Analysis Tool LAGRANTO version 2.0 for CAM5 [Sprenger
and Wernli, 2015] to compute a 7 day back trajectory that starts at 17 UTC 17 July at an altitude of 4.5 km
msl in the Cape Cod Column. The hourly locations of the back trajectories are based on the mean horizontal
and vertical winds simulated by WRF-Chem. The back trajectory is shown in Figure 12a, along with the spatial
distribution of PM2.5 and winds simulated by WRF-Chem at ~4.5 km msl. The altitude of the back trajectory
and the vertical profiles of simulated PM2.5 along the back trajectory are shown in Figure 12b. As seen in
Figure 12a, the aerosol layer produced by WRF-Chem (Figure 8b) is part of a region of PM2.5 concentrations
exceeding 3μgm�3 that extends over eastern Massachusetts, New Hampshire, Maine, and the Gulf of Maine.
Cape Cod is on the edge of this plume. These results suggest that small transport errors may be responsible
for the simulated extinction being too low over Cape Cod. The presence of lower PM2.5 concentrations ahead
of this plume also indicates that the simulated plume arrived sooner than observed.

The back trajectory suggests that the aerosol layer was produced by rising motions starting at 17 UTC 16 July,
which transported aerosols from the boundary layer up to an altitude of 5 km in 6 h. The stronger westerly
and northwesterly winds at this altitude quickly transported the aerosol layer over Cape Cod in about 18 h.
Therefore, a large fraction of the aerosols are likely about a day old, although the descending air along the
back trajectory between 11 and 16 July indicates that long transport of small concentrations (<1μgm�3)
of aged aerosols were mixed with the fresher boundary layer aerosols prior to their lifting back into the mid-
troposphere. As shown in Figure 12b, clouds were simulated in the vicinity of the lifting of aerosols and in the
path of the aerosol layer. Therefore, wet scavenging may have reduced the concentration of aerosols before
the layer passed over Cape Cod. Figure 12a also shows small regions of PM2.5 exceeding 4mgm�3 over
Missouri and the southeastern U.S. These regions result from vertical transport within deep convective clouds
parameterized by KF-CuP, demonstrating that convection quickly transports boundary layer aerosols into the
middle to upper troposphere.

A back trajectory from CAM5 that starts at the same time and location is similar to WRF-Chem for about 1.5
days. Figure 12c shows that lifting also occurs at the same time and general location around Lake Superior as
in WRF-Chem, except that the vertical velocities are lower so that lifting occurs over a longer period. While
aerosol concentrations greater than 6μgm�3 are produced 3 to 5 km above the ground, wet scavenging pro-
cesses in clouds remove most of these aerosols so that only low concentrations arrive at Cape Cod several
hours later.

We now illustrate the processes responsible for lifting aerosols into the free troposphere in Figure 13. This
figure shows the simulated PM2.5 and vertical velocities at ~3.4 kmmsl over the Great Lakes at 18 UTC 16 July
(Figure 13a) along with vertical cross sections of PM2.5 and vertical velocities (Figure 13b), horizontal wind
components (Figure 13c), and θ and cloud-borne aerosol concentrations (Figure 13d) averaged between
45° and 48°N. At this time, PM2.5 concentrations exceeding 3μgm�3 are produced over central Lake
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Superior and parts of southwestern Ontario (Figure 13a). The highest PM concentrations coincide with verti-
cal velocities greater than 10 cm s�1 and in some regions vertical velocities are as high as 40 cm s�1. The ver-
tical cross section of PM2.5 (Figure 13b) also shows the aerosol layer forming at the same altitudes as the
highest upward mean vertical velocities. Simulated aerosol concentrations greater than 1μgm�3 are lifted
up to 9 km msl between �86° and �81°W. While velocities on the order of tens of cm s�1 may seem small,
an air parcel can be lifted over 2 km over 6 h by 10 cm s�1 rising vertical motions. As the aerosol layer is lifted,
it encounters stronger westerly winds as high as 25m s�1 at an altitude of 4 to 5 kmmsl. These results suggest
that one reason for the free troposphere aerosol layer arriving at too high of an altitude and too early over
Cape Cod is that the mean vertical velocities in this convergence zone are too large. If the simulated upward
vertical velocities are too large, aerosols would be lifted to a higher altitude than in reality. Had the aerosols
been transported to a lower altitude, the westerly winds would also be weaker so that the aerosol layer would
arrive later and closer to observed arrival over Cape Cod. Figure 13d shows that WRF-Chem predicts grid-
resolved clouds (from the microphysics parameterization) to form at the same altitudes as the higher
PM2.5 concentrations in the aerosol layer. These clouds are not precipitating at this time, but some of the
resolved clouds north of Lake Superior are precipitating (not shown) and would act to remove some of the

Figure 12. (a) PM2.5 simulated by WRF-Chem over the outer nested domain at ~4.5 km msl at 17 UTC 17 July along with a
back trajectory from WRF-Chem (white line) and CAM5 (yellow line) originating over the Cape Cod at this time. Simulated
PM2.5 profiles along the (b) WRF-Chem and (c) CAM5 trajectories are shown, back between 11 and 17 July 11 along with
the altitude of the back trajectory. Gray shading in Figure 12b denotes grid cells with simulated resolved and parameterized
clouds and in Figure 12c denotes cloud fraction> 25%.
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PM2.5 in this region. At this time, parameterized deep convection occurs east of 82°W, which transports
boundary layer aerosols up to 4.5 km msl, but they do not intersect the midtropospheric aerosol layer at
this time.

CAM5 also produced a region of upward vertical motions in the vicinity of Lake Superior where WRF-Chem
predicted 5 to 40 cm s�1 (Figure 13a); however, the velocities from CAM5 were only as high as 5 to 10 cm s�1

(not shown). Not surprisingly, coarser spatial resolution results in less convergence and hence smaller upward
vertical motions so that near-surface aerosols are not lifted as fast as regional models, such as WRF-Chem.
This result is also consistent with more of the aerosol mass being located in the lower troposphere compared
to observations (Figures 4 and 6).

In addition to the back trajectory, the peak NO3 concentrations in the Cape Cod free troposphere layer
(Figure 10d) also hints at a source in the upper Midwest. The band of higher PM2.5 that extends from central
Minnesota to northern Wisconsin and Lake Superior (Figure 13a) contains NO3 concentrations as high as
3μgm�3. Emissions of ammonia likely contribute to NO3 formation in this rural region. As the aerosol layer
is transported up to 3 to 5 km, NO3 does not quickly partition back into the gas phase due to the colder tem-
peratures. Thewind fields in Figure 13a show that the bandof PM2.5 simulated just north ofMinnesota is being
transported toward Lake Superior. This bandof PM2.5 contains concentrations of biomass burning aerosol that
are 1μgm�3 or less at this altitude. While these concentrations are low, this band is actually the top of a larger
biomass burning plume with higher concentrations located farther to the north and at lower altitudes. Thus,
smoke from Canadian fires converge and mix with NO3-rich air over Lake Superior and contribute to the bio-
mass burning aerosols observed in the Cape Cod free troposphere layer (Figure S14).

Back trajectories in the residual layer of the Maritime and Cape Cod Columns are more complex, showing
clockwise recirculation around a high-pressure system over the northeastern U.S. prior to air masses arriving
in the TCAP sampling domain [see Berg et al., 2016, Figure 11b]. Differences in the trajectories in the Cape Cod
and Maritime Columns also indicate different source regions likely contributed to the aerosol burden in each

Figure 13. (a) PM2.5 (color) and upward vertical velocities (black contours) simulated by WRF-Chem over the Great Lakes region at ~3.4 km msl at 18 UTC 16 July
along with vertical cross sections of (b) PM2.5 (color) and vertical velocities (black lines), (c) u (color) and v (black lines) wind components, and (d) cloud-borne
aerosol concentrations (color) and q (black lines) that are north-south averages within the red box in Figure 13a. The white line depicts the back trajectory shown in
Figure 11.
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column. The longer residence time (more than 7 days) of the trajectories in the boundary layer over the
anthropogenic emission sources also suggests that aerosols in the residual layer are more aged than the free
troposphere layer (Figure 8a).

3.4. Layering During the 22 July Clean Period

We next examine observed and simulated aerosol layering on 22 July when the aerosol concentrations were
much lower as a result of the synoptic conditions being less conducive for transport from high emission
sources along the East Coast urban corridor. On this day, the ambient winds over the AMF site were southerly
to southwesterly below 2 km, northwesterly from 2 to 4 km, and westerly above 5 km and northwesterly
above that altitude (Figure S1); therefore, the aircraft flight paths were across the wind direction at most alti-
tudes (Figure 1). Four layers of aerosols were observed by the HSRL-2 on this day and two of them between
1527 and 1615 UTC are shown in Figure 14a. The first is a layer that encompasses the entire west-east cross
section between 1.4 and 2.4 km with the highest extinction in the Maritime Column and corresponds to the
southwesterly winds that transition to westerly winds at the top of that aerosol layer. The second layer asso-
ciated with the northwesterly winds occurs in the Cape Cod column between 2.6 and 5 km, with the highest
extinction around 3.2 km. This layer extends to the east into the Maritime Column but decreases in magni-
tude and depth. A third layer in the backscatter profiles, shown in Figure 6b in Berg et al. [2016], occurs within
a 0.2 to 0.3 km of the ocean surface over the entire transect. A fourth, thin layer at 0.8 km in the backscatter
profiles is as much as 0.2 km thick and extends from the western boundary to�68.5°W. The thinner third and
fourth layers can be seen in the backscatter profiles but not the extinction profiles, because extinction
requires a somewhat longer sampling time that smooths out these thin layers. Although the magnitude of
the extinction changed somewhat during the 3.5 h flight period, the structure of these layers did not change
verymuch in contrast to 17 July. Most notably, extinction diminished in the Maritime Column layer between 3
and 4 km and the extinction increased somewhat at the same altitude in the Cape Cod Column by the end of
the sampling period. We note that missing data between�69.0 and�68.5W is due to aircraft turns in which
the lidar is blocked for eye safety reasons.

Figures 14b and 14c show the simulated extinction profiles for the same time from WRF-Chem and CAM5,
respectively. While both models qualitatively represent the layering there are notable differences between
the models and the HSRL-2 observations. The uppermost layer simulated by WRF-Chem (Figure 14b) is
located at the correct altitude, and the extinction magnitude is similar to the measurement, although the
depth in the Cape Cod Column is somewhat shallower than observed. Extinction in the layer below 2.4 km
is too low by a factor of 2 to 3. Strong gradients in aerosol concentrations are produced over the Gulf of
Maine with higher concentrations just northwest of the G-1 flight path and lower concentrations along
and southeast of the flight path. Therefore, the underprediction in the extinction is due to small errors in
the simulated horizontal transport. WRF-Chem is able to produce a shallow aerosol layer adjacent to the
ocean surface that is similar to observations and a thin layer at 0.8 km that was also observed. In contrast,
the extinction from CAM5 in the layer below 2.8 km is closer to observed than WRF-Chem, although extinc-
tion in a shallow layer adjacent to the ocean surface is much higher than observed. Note that differences in
the observed residual layer boundary at 2.4 km and CAM’s boundary at 2.8 km are likely due to the coarser

Figure 14. Extinction profiles on 22 July as a function of longitude between 1527 and 1615 UTC (a) observed by HSRL-2 and simulated by (b) WRF-Chem and
(c) CAM5. The dots denote the sampling altitude of the G-1 aircraft during the entire flight.
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vertical grid spacing in CAM5. Extinction in CAM5 gradually decreases to low values in the free troposphere
that does not resemble the observed layer between 2.8 and 5 km.

A quantitative assessment of the simulated extinction profiles over the entire 22 July flight period is shown
for the Cape Cod and Maritime Columns is Figures 15a and 15b, respectively. Similar to 17 July, the transition
zone between the residual layer and the free troposphere denoted by gray shading is based on both changes
in the vertical potential temperature, θ, and relative humidity (RH) gradients from the aircraft observations
(Figures 16g and 16h). For WRF-Chem the median and range of values for the free troposphere aerosol layer
in both columns are close to the measurements at the altitude of the peak extinction; however, the depth of
the layer is shallower than observed in the Cape Cod Column. While the simulated extinction is close to
observed near the ocean surface, the extinction throughout much of the residual layer is a factor of 2 to
3.5 too low in both columns due to a small error in the placement of the band of aerosols over the Gulf of
Maine. CAM5 has median values that are closer to the observations than WRF-Chem, but the extinction at
the ocean surface is much higher than observed and it does not produce the observed aerosol layer in the
free troposphere.

The associated in situ G-1 measurements for this flight are shown in Figure 16. WRF-Chem does produce a
peak value of PM1 in the free troposphere that occurs at the same altitude as observed in both the Cape
Cod and Maritime Columns (Figure 16a); however, the concentrations are somewhat higher than observed.
It is possible that the high bias in dry mass is offset by the low bias in RH (Figure 16h) that would lead to aero-
sol water being too low. Consistent with extinction, simulated PM1 in the residual layer is lower than
observed by similar magnitudes as extinction except close to the ocean surface. The residual layer dry PM1
mass from CAM5 is closer to observed than WRF-Chem, consistent with the extinction profiles. While simu-
lated OM is responsible for much of the low bias in the residual layer PM1 in WRF-Chem, the profile of simu-
lated OM from CAM5 is similar to the observations (Figure 16b). In contrast, SO4 from both models is higher
than observed by a factor of 2 to 3, (Figure 16c). While WRF-Chem fails to produce NO3 in the residual layer,
peak values of NO3 are produced in the free troposphere layer although the simulated concentrations are too
high (Figure 16d). In contrast, simulated NH4 and BC (Figures 16e and 16f) from WRF-Chem are closer to

Figure 15. Vertical profiles of observed (blue) and simulated extinction from WRF-Chem (red) and CAM5 (green) in the
(a) Cape Cod Column and (b) Maritime Column on 22 July. The dots are the median, the horizontal bars are the 25th to
75th percentiles, and the horizontal lines are the 5th to 95th percentiles. The orange line is from the WRF-Chem simulation
without the effect of KF-CuP on aerosols.
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observed profiles than other aerosol species, except in the free troposphere where the concentrations are
also too high, and simulated NH4 and BC from CAM5 is usually higher than observed. The WRF-Chem simu-
lated profiles of θ are very similar to the aircraft measurements (Figure 16g), but profiles from CAM5 are
usually 1 to 3° higher than observed in the residual layer. These errors do not likely contribute to errors in
the aerosol layers because the overall structure in the residual and free troposphere drives the structure of
the aerosol layers, of more importance is that errors in temperature contribute to the low bias in residual layer
RH (Figure 16h) that will affect the uptake of water on aerosols (Figure 16i).

The observed and simulated size distributions for number and volume averaged over the entire G-1 flight as
well as within the residual layer for the Cape Cod and Maritime Columns are shown in Figure 17. The perfor-
mance of WRF-Chem and CAM5 in representing the observed size distribution is similar in many respects to
their performance on 17 July. While WRF-Chem better represents the size distribution with the mean dia-
meters closer to observations than CAM5, the aerosol number and volume are too low consistent with the
aerosol concentrations and extinction shown previously. While the residual layer aerosol volume is closer
to observed, the mean diameters are 0.2 to 0.3μm higher than observed. Both models fail to produce higher
aerosol volumes for diameters greater than 5μm that are likely sea salt.

3.5. Processes Contributing to Aerosol Layers on 22 July

We next examine the processes contributing to the free troposphere aerosol layer observed in the Cape Cod
Column. The back trajectory associated with this layer is shown in Figure 18a along with the spatial

Figure 16. Observed and simulated profiles of (a) PM1 mass, (b) organic matter, (c) sulfate, (d) nitrate, (e) ammonium, (f) black carbon, (g) potential temperature, θ,
(h) relative humidity, RH, and (i) aerosol water for the G-1 flight on 22 July. Dots and horizontal lines denote the average and range, respectively, at each altitude. Only
PM1 is shown for the WRF-Chem simulation without KF-CuP. Nitrate is not simulated by CAM5.
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distribution of PM2.5 and winds simulated by WRF-Chem at ~3.2 kmmsl, while Figure 18b shows the altitude
of the back trajectory and the vertical profiles of simulated PM2.5 along the trajectory. The model suggests
that the free tropospheric aerosols sampled at this time are part of a layer extending from New Jersey to
southern Nova Scotia (Figure 18a). Bands of high aerosol concentrations >8μgm�3 over Quebec and
Hudson Bay produced by fires in western Canada, are circulated around a low-pressure system at this time
but do not directly impact the TCAP sampling region.

The back trajectory suggests that the aerosol layer was produced by rising motions starting at 12 UTC 20 July,
which transported aerosols from the boundary layer over northern Minnesota up to an altitude of 4 km over
southern Ontario in 1 day (Figure 18b). The trajectory gradually descended over the next 27 h from 4 to 3 km
as it was transported to the southeast by the synoptic-scale wind field, passing over Cape Cod at 17 UTC 22
July. Prior to the lifting of this layer, the trajectory suggests that air in the boundary layer was circulated over
the northern Great Plains by light winds between 16 and 19 July. Low-pressure systems forming along a cold
front extending from Canada into the northern Great Plains resulted in southerly winds transporting aerosols
from Nebraska to North Dakota by 20 July. As the cold front pushed eastward on 20 July and into northwes-
tern Minnesota on 21 July, near-surface winds became westerly and the air parcel started to rise as a result of
lifting ahead of the front. In contrast with the 17 July case, CAM5 produces little to no lifting associated with
this frontal system as shown in Figure 18c.

Figure 19 illustrates the lifting ahead of the cold front in more detail. Simulated PM2.5 and vertical velocities
from WRF-Chem at 2 km msl are shown in Figure 19a, along with vertical cross sections of PM2.5 and vertical
velocities (Figure 19b), horizontal wind components (Figure 19c), and potential temperature and cloud-borne
aerosol concentrations (Figure 19d) averaged between 45° and 48°N. The lifting processes are similar to those

Figure 17. Observed and simulated size distribution of aerosol number and volume for the G-1 flight on 22 July averaged (a) over the entire G-1 flight, (b) within the
Cape Cod residual layer, and (c) within the Maritime Column residual layer. Color shading for the simulated volume distributions denotes the fraction from each
aerosol component. The arrows in the lower two rows denote the observed (blue), WRF-Chem (red), and CAM5 (green) mean diameters. The horizontal black lines in
the middle panels denote observed averages within the size bins used by WRF-Chem.
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discussed for the 17 July case, except that the vertical velocities associated with the higher PM2.5 concentra-
tions are a few cm s�1 and there are only a few small regions in which they are greater than 10 cm s�1 in con-
trast with those on 16 July (Figure 13a), which are 10 cm s�1 or more over a large region. CAM5 also produces
a band of upward vertical motions in this region, but they are usually weaker than those from WRF-Chem,
with peak values of about 2 cm s�1 (not shown). The weaker rising motions lead to gradual ascent of aerosols
over a longer period of time (Figure 19b). The wind speeds aloft (Figure 19c) are also much weaker than the
other case that would transport this layer to Cape Cod over a longer period of time. Figure 19d shows that the
trajectory passes over clouds forming closer to the surface. Some of these clouds are precipitating at this time
that would remove aerosols, thus increasing the vertical gradient on PM2.5 with higher values aloft. Clouds
north of the trajectory are also precipitating, indicating lifting ahead of the cold front, and near-surface
wet removal would create a layer of aerosols aloft over a region stretching from South Dakota into
Minnesota and western Ontario.

Similar to 17 July, the lifting and mixing processes in this region contribute to the peak NO3 concentrations
and presence of biomass burning aerosols observed in the free troposphere Cape Cod Column on 22 July
(Figure 16d). The band of higher PM2.5 that extends from North and South Dakota, Minnesota, and southern

Figure 18. (a) PM2.5 simulated by WRF-Chem over the outer nested domain at ~3.2 km msl at 17 UTC 22 July along with a
back trajectory from WRF-Chem (white line) and CAM5 (yellow line) originating over the Cape Cod at this time. Simulated
PM2.5 profiles along theWRF-Chem and CAM5 trajectories are shown in Figures 18b and18c, respectively, back between 16
and 22 July along with the altitude of the back trajectory. Gray shading in Figure 18b denotes grid cells with simulated
resolved and parameterized clouds and in Figure 18c denotes cloud fraction >25%.
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Canada (Figure 19a) in the vicinity of the back trajectory contains NO3 concentrations as high as 1.8μgm�3.
Biomass burning aerosol concentrations as high as 1.4μgm�3 are present in the PM2.5 plume over north-
western Minnesota, but not in the PM2.5 plume just north of Minnesota and over Lake Superior. While bio-
mass burning fractions on 17 July were as high as 20% in the Cape Column, they are less than 10% above
3 km on 22 July (Figure S15). The simulated biomass burning is consistent with the miniSPLAT measurements
on this day at this altitude. The model also suggests that the reason biomass burning fractions are lower on
22 July is that the highest concentrations of smoke do not intersect the central transport pathway on 20 July.
The highest simulated PM2.5 concentrations north of Lake Superior contains biomass burning aerosols as
high as 22μgm�3, but this band does not pass over the TCAP sampling domain.

3.6. Effects of Parameterized Convection on Aerosol Vertical Profiles and Layering

As we have shown in the previous section, mean vertical motions associated with synoptic-scale weather sys-
tems upwind of the TCAP sampling domain are responsible for lifting aerosols from the boundary layer into
the free troposphere. These layers become decoupled from the boundary layer and are therefore not subject
to fresh emissions of primary aerosol or aerosol precursors except for intense fires that lift smoke to high alti-
tudes and aircraft emissions (not included in this study). The higher wind speeds at these altitudes permit the
aerosol layers to be transported long distances unless they are removed by wet scavenging. Vertical transport
by convection is another process that affects the redistribution of trace gases and aerosols in the atmosphere
[e.g., Barth et al., 2015]. We examined the impact of the KF-CuP parameterization on aerosol concentrations
by performing a WRF-Chem sensitivity study that is identical to the previous model configuration except that
the effect of parameterized clouds on trace gases and aerosols are turned off. KF-CuP is still activated to affect
meteorological quantities, such as altering the thermodynamic profiles, producing rain, and reducing down-
ward solar radiation reaching the surface.

The effect of parameterized convection influences the aerosol profiles differently on different days during
TCAP. On 17 July, PM1 concentrations without KF-Cup are up to 3μgm�3 higher than the default simulation

Figure 19. (a) PM2.5 (color) and upward vertical velocities (black contours) simulated by WRF-Chem over the north central at ~2.0 km msl at 18 UTC 20 July along
with vertical cross sections of (b) PM2.5 (color) and vertical velocities (black lines), (c) u (color) and v (black lines) wind components, and (d) cloud-borne aerosol
concentrations (color) and q (black lines) that are north-south averages within the red box in a). The white line depicts the back trajectory shown in Figure 17.

Journal of Geophysical Research: Atmospheres 10.1002/2016JD025248

FAST ET AL. MODEL REPRESENTATIONS OF AEROSOL LAYERS 9840



in the Maritime Column as shown by the orange line in Figure 10a. In contrast, there is very little difference in
the Cape Cod Column except that the simulation without KF-CuP produces somewhat lower PM1 between 1
and 2 km. The differences in PM1 are reflected in the changes in extinction as shown in Figure 9. While the
aerosol concentration and extinction are different in the Maritime Column on this day, the parameterized
convection does not affect the overlay layering of aerosols over the TCAP sampling domain. For 22 July,
the effect of parameterized convection on aerosols has very little effect on the PM1 concentration
(Figure 16a) and extinction profiles (Figure 15).

To examine the impact of KF-CuP on aerosols over the entire study period, Figure 20 shows the difference in
simulated PM2.5 between the two simulations over the AMF site. Figure 20a shows the same vertical profiles
of PM2.5 as in Figure 4a as a reference since the differences are proportional to the aerosol concentrations.
The PM2.5 profiles from the simulation without the effect of KF-CuP on aerosols are qualitatively similar to
Figure 20a, so they are not shown. The largest differences in PM2.5 are produced between 13 and 20 July
(Figure 20b), which are associated with lower PM2.5 concentrations during a dirty period. In the default simu-
lation, PM2.5 is 3 to 9μgm�3 lower than the simulation without KF-CuP in regions from a few hundred
meters above the surface to 7 km msl. Decreases in PM2.5 are also produced during the other dirty periods,
but the decreases are usually confined to altitudes below 2 km. There are also regions in which the default
simulation has higher PM2.5 concentrations. The regions with the largest increase in PM2.5 usually occur
at 1–3 km in the lower troposphere, just above the typical height of the daytime continental boundary layer.
When one examines the difference between the simulations in terms of percentage change, the differences
become more apparent (Figure 20c). There are large percentage decreases in the middle to upper tropo-
sphere in which PM2.5 is lower by 30% or more in the default simulation. The PM2.5 concentrations in the
middle to upper troposphere are relatively low and usually 2μgm�3 or less, but the percentage change is
often large. There are also regions in the lower troposphere in which the PM2.5 concentrations are relatively
low but increase by 40% or more in the default simulation.

As described in Berg et al. [2015], vertical transport in the parameterized shallow convection of KF-CuP will
have a net effect of moving aerosols out of the boundary layer to the detrainment level of the shallow clouds
(near cloud top), assuming that aerosol concentrations are lower in the free troposphere. Shallow clouds are

Figure 20. (a) Simulated PM2.5 over the Cape Cod site from the WRF-Chem simulation with KF-CuP affecting aerosols and gases, (b) absolute concentration differ-
ences for (KF-CuP affecting aerosols case)—(KF-CuP not affecting aerosols case), and (c) same as Figure 20b but expressed in terms of percentage differences.
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assumed to not precipitate, so there is no wet removal of aerosols, but aqueous chemistry does occur that
transforms the overall aerosol size and composition within those clouds. For parameterized deep convection,
vertical transport occurs over a much deeper layer. Aerosols in updrafts experience strong wet removal, and
the boundary layer aerosols transported by updrafts are efficiently removed, so aerosol concentrations in
updrafts at the detrainment level (near cloud top) can be quite low. Below the updraft detrainment level,
compensating subsidence transports generally cleaner air from the upper troposphere downward. With that
in mind, the decreases in PM2.5 concentrations at 1–3 km in the lower troposphere are likely the result of
parameterized shallow convection upwind of the TCAP sampling domain. The shallow convection would
transport boundary layer aerosols into the lower troposphere in the default simulation, so that the PM2.5 con-
centrations just above cloud level are lower in the simulation without KF-CuP. Since shallow convection is
occurring at various distances upwind of Cape Cod, its impact on PM2.5 would be altered by transport and
mixing processes as well as chemical transformation so that the differences between the two simulations
vary in time. The higher PM2.5 concentrations in the free troposphere from the simulation without KF-CuP
occur because of the wet removal and subsidence. The relative change in free troposphere PM2.5 concentra-
tions depend on whether the air parcels pass through upwind cells in which parameterized convection is acti-
vated. Thus, the 30% or more increase in PM2.5 concentrations in Figure 20c between 13 and 20 July suggests
that air in the free troposphere over Cape Cod must have frequently encountered deep convection upwind
over North America. The model results also show that the parameterized convection does not affect the
height and depth of aerosol layers significantly over Cape Cod but does modulate the aerosol concentrations
in those layers and yields results close to the observations in the case of the Maritime Column.

To further illustrate how vertical transport and aqueous chemistry within parameterized clouds influences
aerosol concentrations over Cape Cod, Figure S16 shows the percentage change in CO, BC, SO4< 2.5μm,
and SO4> 2.5μm between the simulations with and without KF-CuP. CO can be considered an inert tracer,
and Figure S16a shows that the inclusion of vertical transport in parameterized clouds leads to lower concen-
trations in the boundary layer and higher concentrations aloft. The largest differences usually occur in the
upper troposphere and are due to deep convection. BC is also a scalar; however, it is internally mixed with
other aerosol species and is affected by wet removal. Consequently, the differences in BC between the
two simulations (Figure S16b) are similar to the pattern shown in Figure 20c. Differences in fine-mode SO4

(Figure S16c) are also similar to BC and PM, although the simulation with KF-CuP has somewhat lower con-
centrations since a portion of the mass has moved into the coarse mode via aqueous chemistry as indicated
by the large increases shown in Figure S16d. The percentage change in coarse mode SO4 is large and
frequently exceeds 60%, but the concentrations of coarse mode SO4 are small (usually <0.1μgm�3). Thus,
aqueous chemistry in parameterized convection behaves in the same way as resolved clouds as described
by Chapman et al. [2009].

4. Discussion

It is important to note that there are uncertainties in the AMS and SP2 measurements shown in Figures 10
and 16 that should be considered when assessing the performance of simulated aerosol composition con-
centrations. For the AMS, most of the uncertainties are associated with its collection efficiency that has been
reported to be highly variable, ranging from unity to 15% [Docherty et al., 2013]. Aerosol concentrations
obtained by the AMS are corrected to account for the collection efficiency, but this correction is often not per-
fect and Canagaratna et al. [2007] report an overall uncertainty of 25%. One should also treat low concentra-
tions, often observed in the free troposphere or in pristine conditions, with caution as well. Under controlled
laboratory experiments, Drewnick et al. [2009] found that the lower detection limit of the time-of-flight AMS
to be 0.003μgm�3 for nitrate and sulfate and 0.03μgm�3 for organic matter and ammonium; however, the
detection limit may be higher in ambient conditions. Schwarz et al. [2010b] report uncertainties in BC concen-
trations from the SP2 to be 25%. While these uncertainties in aerosol concentrations are relatively large, they
do not affect the overall conclusions regarding processes affecting the vertical distribution of aerosols.

Our results show that the higher upward vertical motions associated with midlatitude synoptic-scale systems
in the regional WRF-Chem simulations produces a better representation of aerosol layers in the free tropo-
sphere with higher aerosol concentrations than in CAM5. Since CAM5 has coarser spatial resolution, it has
weaker convergence and hence weaker upward vertical motions. Thus, CAM5 in the configuration used in
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this study does not transport aerosols upward as high as observed or as found in the WRF-Chem simulations.
The performance of global climatemodels in simulating the vertical distribution of aerosols will likely improve
as they use much smaller grid spacings in the future. For example, Ma et al. [2014] used WRF-Chem to show
increases in peak BC concentrations and their spatial variability over the Pacific Ocean when the grid spacing
is reduced from160 to 10 km. In addition to decreasing the horizontal grid spacing, decreasing the vertical grid
spacing is also needed to resolve the observed vertical variations in aerosol concentrations. The number of ver-
tical levels typically used in global climate models, including this study, is often low compared to mesoscale
models because of the computational constraints arising from the need for long simulation periods.
However, the relatively coarse grid spacing in themiddle troposphere leads tomuch smoother aerosol profiles
than observed during TCAP (e.g., Figures 8c and 14c).

Note that we cannot attribute all of CAM5’s underestimation of aerosols in the free troposphere to just reso-
lution and vertical transport. The SOA treatment in the default version of CAM5 is simple where most of the
SOA forms close to the surface and it does not include multigenerational chemistry of S/IVOC precursors.
Shrivastava et al. [2015] showed that a more complex SOA treatment that explicitly simulates multigenera-
tional chemistry of SOA improved the vertical distribution of organic aerosols. Since organic aerosols often
comprise the largest fraction of fine particulate matter, the treatment of chemistry in CAM5 could also con-
tribute to the underestimation of total aerosol mass in the free troposphere.

While higher spatial resolution will lead to more realistic aerosol distributions, evaluating aerosol predictions
becomes problematic since small transport errors can lead to large differences in the observed and simulated
profiles. While a model may be predicting realistic aerosol distributions using higher spatial resolution, from a
statistical point of view the performance could be poor. This issue has been widely recognized in the meteor-
ological modeling community [e.g., Mass et al., 2002], but it also applies to aerosol predictions. For example,
the free troposphere aerosol layer on 17 July in WRF-Chem arrives too soon and about 1 km too high. On 22
July, the residual layer aerosol concentrations in WRF-Chem are too low because the band of higher concen-
trations is located just northwest of the aircraft flight path, whereas the residual layer is better in CAM5
because the large grid spacing averages out the regional variability over the Gulf of Maine. Global climate
models already account for subgrid scale variability in clouds in some way by computing cloud fractions
and probability density functions of cloud properties. Less attention has been placed on accounting for
subgrid variability in aerosols, and similar methodologies will be useful as global climate models.

In terms of climate modeling, errors in the simulated aerosol layers will have an impact on local aerosol
radiative forcing. In particular, the simulated profile of black carbon and dust will affect heating rate pro-
files and ultimately the evolution of clouds [e.g., Koch and Del Genio, 2010]. The altitude of the aerosol
layers in the free troposphere is also important in terms of the indirect effect since the altitude of the aero-
sol layer will affect whether aerosols are entrained into clouds. Much attention has been placed on aerosol
activation at cloud base where boundary layer aerosols are entrained into clouds by rising thermals; how-
ever, activation does not have to only occur at cloud base. For example, as deep convective clouds grow
upward, they can entrain aerosol layers in the free troposphere and secondary activation can play an
important role [Yang et al., 2015]. Aerosol layers above clouds will also have an impact on radiative forcing
[e.g., Chand et al., 2009].

This study illustrates how the in situ and remote sensingmeasurements collected during TCAP can be used to
evaluate both regional-scale and global model performance in a region just downwind of North America
emission sources. It is important to understand the sources of model error in this region, since these errors
will affect calculations of regional aerosol radiative forcing and the errors will ultimately propagate downwind
to Europe and beyondwithin the context of a globalmodel. In addition to transport andmixing processes that
affect the vertical distribution of aerosols, data from the campaign can be used to evaluate SOA parameteriza-
tions that remain uncertain since the understanding of processes that contribute to the formation organic
aerosols is incomplete. While we have shown the relative contribution of anthropogenic, biogenic, and bio-
mass burning sources to total OM, the relative contribution from these sources may not be correct and the
AMS and miniSPLAT measurements have not been analyzed to provide information regarding the types of
organic aerosols observed. Our results show that more than half of the organic aerosol concentrations in the
middle and upper troposphere originate from outside of North America from long-range transport; therefore,
there is likely some uncertainty with the boundary conditions resulting from a coarse global model. Global
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climate simulations that employ “regionally refined” domains will be subject to the same problem; therefore,
higher spatial resolution is needed for the entire globe to adequately represent spatial variations of aerosols
in the atmosphere.

5. Summary and Conclusions

A wide range of meteorological, trace gas, and aerosol measurements were collected by the TCAP campaign
in the vicinity of Cape Cod during July 2012 and used to evaluate the performance of the WRF-Chem
regional-scale and the CAM5 global models. In situ and remote sensing measurements revealed the presence
residual layers resulting from aerosols within the continental boundary layer being transported over the
ocean as well as layers above the residual layer in the free troposphere. The multiple layers produced large
vertical variations in aerosol properties, but large horizontal variations within the layers were also observed.
While the model performance is evaluated using all the aircraft flights conducted in July 2012, two periods
(one dirty and one clean) are examined in detail to identify processes responsible for layers observed over
the TCAP sampling domain. While neither model is perfect with regard to simulating all of the observed
details of the aerosol layers, both models do reproduce the overall variability in aerosols observed on many
days. We also examined the sensitivity of the simulated aerosol properties to a new convective parameteriza-
tion that accounts for the vertical transport, aqueous chemistry, and wet removal within subgrid scale clouds.
Our primary findings are as follows:

1. WRF-Chem produced higher aerosol concentrations and more distinct aerosol layers in the free tropo-
sphere than CAM5, so that the fraction of AOT above the residual layer was more consistent with the
HSRL-2 data.

2. Analysis of the WRF-Chem simulations showed that the layers observed in the free troposphere are likely
due to mean vertical motions associated with synoptic-scale convergence that lifts aerosols from the
boundary. The vertical displacement and the time period associated with vertical transport depend on
the strength of the synoptic system and whether higher aerosol concentrations are present where con-
vergence occurs. For one case on 17 July, the lifting and higher wind speeds in the troposphere produces
aerosols over the TCAP region that leads to aerosols less aged than aerosols in the residual layer.

3. Not surprisingly, mean upward vertical motions in the coarse CAM5 simulation are smaller those from
WRF-Chem, which results in weak to nonexistent aerosol layers in the free troposphere in combination
of wet removal that may be overestimated. Most of the aerosols simulated by CAM5 are located within
3 km of the surface over Cape Cod, whereas WRF-Chem produced periods of aerosol concentrations
exceeding 3μgm�3 above 3 km during the dirty periods.

4. In general, the PM1 concentration and extinction profiles fromWRF-Chemwere too low compared to the
in situ and remote sensing measurements, although the performance varied from day to day. The flights
on 17 and 25 July were the only days with substantial overpredictions in PM1.

5. In contrast to WRF-Chem, simulated PM1 from CAM5was usually too high in the residual layer. The simu-
lated extinction in the residual layer was closer to observed thanWRF-Chem but still lower than observed
in spite of the overprediction in PM1. The low bias in extinction profiles is consistent with the low bias in
AOD at the Cape Cod site.

6. Simulated surface concentrations of PM1 at the Cape Cod site were too high in CAM5 because of the
high SOA yield applied at the surface, and with the large grid spacing, one grid box encompasses the
site and both portions of Boston.

7. Underpredictions in RH, particularly near the top of the residual layer and in the lower troposphere likely
contributed to part of the low bias in the simulated extinction profiles of both models.

8. BC concentrations simulated by both models was too large at the surface and aloft, suggesting that the
emission inventory estimates may be too high.

9. On average, about 50, 30, and 10%of theOM simulated byWRF-Chembelow 2 km is from anthropogenic,
biogenic, and biomass burning sources, although these fractions varied substantially during the simula-
tion period. Simulated biomass burning aerosol concentrationswere similar inmagnitude to the observa-
tions except during the clean periods when total OM concentrations were low and the simulated biomass
burning aerosol concentrations were too high.

10. A sensitivity simulation using WRF-Chem showed that the effects of parameterized convective clouds on
aerosols modulated the concentrations of the aerosol layers, but did not significantly change the overall
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altitude and depth of the layers. While parameterized convection transports aerosols from the boundary
layer into the free troposphere, wet removal is an effective sink so that the net effect of parameterized
clouds is to reduce aerosol concentrations over the TCAP sampling region.

Our objective was not to determine whichmodel performed better, but to illustrate the types of uncertainties
in simulating aerosol models that are different in spatial resolution and complexity in the treatment of
aerosols. The present evaluation shows how two key processes transport by mean vertical motions and
convective clouds that are coupled over multiple days need to be better represented in models. The TCAP
data were very valuable in this regard.

In the future, simulationsbybothmodels using smaller horizontal andvertical grid spacingcouldbe conducted
to determine what resolution and domain size is needed to adequately simulate these layers. Global climate
models are beginning to use regionally refined domains that have coarse resolution over the globe with finer
resolution over the domain of interest. This is similar to the nested grid approach used by mesoscale models,
such as WRF, except that the transition between coarse and fine grid spacing is gradual. Our results show that
errors in the coarse domain could produce layers at the wrong altitude that would be transported into the
regions of finer resolution. While a regionally refined domain is likely to produce better simulation of local pro-
cesses such as clouds, we show that it will not solve all of the climate-relevant issues associated with scale.
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